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Chapter 1

Computable Functions

We use N to denote the set of natural numbers,
N=1{0,1,2,...}.
For k > 1, the k-fold Cartesian product

Nx...xN
———
k

is denoted N*. A k-place function is a function f : N* — N and is sometimes
indicated with the lambda-notation,

f=)\xl---xk[f(atl,...,xk)].

A number-theoretic function is a k-place function for some k > 1.

The purpose of this chapter is to define and study an important class of
number-theoretic functions, the recursive functions (sometimes called the com-
putable functions). We begin with a certain subclass known as the primitive
recursive functions.

1.1 Primitive Recursive Functions

Loosely speaking, a recursion is any kind of inductive definition, and a primitive
recursion is an especially straightforward kind of recursion, in which the value
of a number-theoretic function at argument x + 1 is defined in terms of the
value at argument z. For example, the factorial function Az [z!] is defined by
the primitive recursion equations 0! = 1, (z + 1)! = z!(z + 1). A number-
theoretic function is said to be primitive recursive if it can be built up by means
of primitive recursions. This concept is made precise in the following definition.

Definition 1.1.1 (Primitive Recursive Functions). The class PR of prim-
itive recursive functions is the smallest class C of number-theoretic functions
having the following closure properties.



. The constant zero function Z = Az [0] belongs to C.
. The successor function S = Az [z + 1] belongs to C.

. Foreach k > 1 and 1 <14 < k, the projection function Py; = Azy - -z [ 2 ]
belongs to C.

. Cis closed under generalized composition. This means that whenever the
k-place functions

/\xl---xk[gl(xl,...,xk)],...,)\xl---xk[gm(xl,...,mk)]

and the m-place function Ay - -+ Y [R(y1,...,ym)] all belong to C, then
the k-place function

f=2xz1-ap [Mgi(zr, . an), - gm(@, - 2k)) ]
also belongs to C. Here f is defined by
[y, me) = h(g(@r, - @), - gm (@1, @) -

. C is closed under primitive recursion. This means that whenever the
k-place function Az -« xg [g(21,...,2zx)] and the (k+2)-place function

Ayzay - xp [h(y, 2,21, .., xk) ]

belong to C, then the (k+1)-place function Ayzq---zx [ f(y,z1,...,2k)]
defined by

fO 21, ..., 28) = g(x1,...,zk)
f(y+17x1a"'7xk) h(yaf(yvxla"'7xk)ax1a"'7xk)

also belongs to C.

We now list some examples of primitive recursive functions.

Examples 1.1.2.

1. The recursion equations

r+0 = «x
r+@Wy+1) = (z+y) +1

show that the addition function Azy [« + y]| is primitive recursive.

2. The recursion equations

z-0
z-(y+1)

0
(z-y)+o

show that the multiplication function Azy [z - y] is primitive recursive.



3. The recursion equations
20 =1
oyt — Y. gp
show that the exponentiation function Azy [«¥] is primitive recursive.
4. As already mentioned, the recursion equations
0 =1
(z+1)! = zl-(z+1)
show that the factorial function Az [x!] is primitive recursive.

We now proceed to further enlarge our library of primitive recursive func-
tions. First, the recursion equations P(0) = 0, P(z + 1) = « show that the
“predecessor” function

P(a:):{ x—1 ifz >0,

0 ifx=0
is primitive recursive. We can then obtain the truncated subtraction function

Lo z—y ifx >y,
* y{o ifz<y

using primitive recursion equations x -0 = z, = (y+1) = P(x—~y). (Truncated
subraction is useful because ordinary subtraction is not a function from N? into
N.) We shall also have use for

lz —yl=(x~y)+(y-z)

and a(z) = 1~ z. Note that

o) = 0 ifz>0,
1 ifx=0.

The following exercise will become easy after we have developed a little more
machinery.

Exercise 1.1.3. Show that the Fibonacci function, defined by

fib(0) = 0,
fib(1) = 1,
fib(x +2) = fib(z)+ fib(x +1)

is primitive recursive. (The first few values of this function are 0, 1, 1, 2, 3, 5,
8,13, 21, 34, 55, ....)



In addition to primitive recursive functions, we shall want to consider prim-
itive recursive predicates. By a k-place predicate we mean a subset of N*. If
R C N* is a k-place predicate and x,. ..,z are elements of N, we say that
R(z1,...,xk) is true if (x1,...,2x) € R, otherwise false. A number-theoretic
predicate is a k-place predicate for some k£ > 1.

Definition 1.1.4. A k-place predicate R C N¥ is said to be primitive recursive
if its characteristic function

(2 2x) = 1 if R(xy,...,x) is true
XRITL -5 Th) = if R(x1,...,xx) is false

is primitive recursive.

For example, the 2-place predicates © = y and x < y are primitive recursive,
since x—(z,) = a(le — y|) and y<(z,y) = alaly = z)).

Lemma 1.1.5 (Boolean Connectives). If P and @ are primitive recursive
predicates, then so are =P, PAQ, and PV Q. (Here -, A, and V denote
negation, conjunction, and (nonexclusive) disjunction, respectively.)

Proof. We have x— p = a(xp) and xprg = xp - x@- Also
xpvq = ala(xp) - a(xq))
since PV Q = - ((-P) A (—Q)) (de Morgan’s law). O

Lemma 1.1.6 (Iterated Sums and Products). If f(z,y,21,...,2;) is a
primitive recursive function, then so are

y—1
g(yvzla"'vzk):Zf(xvyazlv"'7zk) (:Olfy:O)
=0

and

y—1
h(y,z1,...,2K) = Hf(x,y,zl,...,zk) (=1ify=0).
=0

Proof. We have g(y, z1,...,2k) = 9" (y,y, 21, . .., 2i) Where

w—1

9*(w7ya217---72k) = Z f(xay72'17---72’k)-
z=0
The recursion equations
9*(0ay721a---72k) = 0
g*(w+17yazla"'vzk) = g*(wayvzla"'7zk)+f(w7yazlv"'7zk)

show that ¢* is primitive recursive, hence g is primitive recursive. The treatment
of h is similar. O



Lemma 1.1.7 (Finite Conjuction and Disjunction). If R(z,y, z1,...,2x)
is a primitive recursive predicate, then so are

y—1
P(y,z1,...,2) = /\ R(x,y,2z1,...,%2k)
=0

and
y—1

Q(yazla"'vzk)z \/R(xvyazlv"'vzk)'

=0

Proof. We have

y—1
XP(y7Z15"'7Zk) = HXR(J)):%Zla---vzk)
z=0

and
y—1
XQ(ya Zlyen- 7Zk) = a(H OC(XR((E, Yy, 215+, Zk)))
=0
so our result follows from the previous lemma. O

Note that /\gyc;(l) and \/gyc;(l) can be paraphrased as “for all z in the range
0 <z < y” and “there exists x in the range 0 < x < y”, respectively. These
operators are sometimes called bounded quantifiers.

The above lemmas make it easy to show that many familiar predicates are
primitive recursive. For example, the set (i.e., 1-place predicate) of prime num-
bers is primitive recursive, since

Prime () = « is a prime number

= 2>1AN" Ve, Voo @=uv-vAu>1A0>1).

Similarly, the following lemma can be used to show that many familiar func-
tions are primitive recursive.

Lemma 1.1.8 (Bounded Least Number Operator). If R(z,y,z1,...,2x)
is a primitive recursive predicate, then the function

least & < y such that R(z,y, 21,...,2) holds,
fly,z1,...,26) = if such z exists,
y otherwise

is primitive recursive.

Proof. We have

f(y;zl7---72k) = EZ;(I) (-ﬁ'XR(J?,y,Zl,...,Zk)'Hfu;loa(XR(w,y,Zl,...,Zk)))

—1
+y- Hz:o OC(XR((E, Yy 21500y Zk)) )

so f is primitive recursive. O
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For example, consider the function An|[p,| which enumerates the prime
numbers in increasing order. (The first few values of this function are py = 2,
p1=3,p2="5,p3=17,....) We want to use the bounded least number operator
to show that An[p,] is primitive recursive. First, recall a famous theorem of
Euclid which gives the bound p,4+1 < p,!+1. We can then write py = 2, ppy1 =
least < p,!+ 1 such that Prime (x) and = > p,. Thus An[p,]| is primitive
recursive.

As another application of the bounded least number operator, note that the
functions

Quotient (y,z) = |y/z] = q,
Remainder (y,z) = (ymodz) = r,

where y =q-x+7r,0<r <z, 0<gq, are primitive recursive, in view of

Quotient (y,2) = least ¢ <ysuchthat \/ _ (y=q-x+7),
Remainder (y,z) = least 7 < such that \/ . (y=q-2+7).

Using the bounded least number operator, we can obtain a primitive recur-
sive method of encoding ordered pairs of natural numbers as single numbers.
For our pairing function we use Auv [2¥3"]. The unpairing functions are then
Az [(2)o] and Az [(2)1], where

(2)n = least w < z such that Remainder(z, p¥+1) # 0
= the exponent of p,, in the prime power factorization of z.

Note that (2“3")p = u and (2"3V); = v.
More generally, we can encode variable-length finite sequences of natural

numbers as single numbers. The sequence (ag, a1, ..., am—1) is encoded by
— Qg
a= ]
r<m

and for decoding we can use the primitive recursive function Azz [(2), ], since
(a)z = ay. This method of prime power coding will be used extensively in the
proof of the Enumeration Theorem, below.

The pairing and unpairing functions make it easy to show that the Fibonacci
function is primitive recursive (cf. Exercise 1.1.3). Namely, we first note that
the auxiliary function Az [fibpair(z) ], defined by

. fib(z) ofib
fibpair(z) = 2fb(@)3fiblz+1)
is primitive recursive in view of

fibpair(0) = 231,
ﬁbpair(x—l— 1) — 2(ﬁbpair(gc))13(ﬁbpair(9c))0+(ﬁbpair(x))l.

Then Az [fib(z)] is primitive recursive since fib(z) = (fibpair(z))o.

11



Exercise 1.1.9. Show that the 2-place number-theoretic functions GCD(z, y)
and LCM(z,y), the greatest common divisor and least common multiple of x
and y, are primitive recursive.

Solution. GCD(z,y) = least z < max(z,y) such that Remainder(x,z) =
Remainder(y, z) = 0. LCM(z,y) = least z < x - y such that Remainder(z, z) =
Remainder(z,y) = 0.

Exercise 1.1.10. Show that the 1-place number-theoretic function f(n) given
by

is primitive recursive.

Solution. Consider the so-called course-of-values function

n—1
iry k
fn) =TI »i™,
k=0

i.e., f(n) encodes the variable-length finite sequence (f(0), f(1),..., f(n —1))

via prime power coding. Then f(n) is primitive recursive, in view of the recur-
sion equations f(0) =1 and
F(n+1) = f(n) - phF)

where h(n,z) = 1 + EZ;&((z)k)” It now follows that f(n) = (f(n + 1))»
is primitive recursive. This general technique is known as course-of-values
TECUTSION.

Exercise 1.1.11. Show that the function An (nth digit of \/5) is primitive
recursive.

Solution. The nth digit of v/2 is f(n) = Remainder(g(n), 10), where g(n) = the
least z < 4 - 102" such that (z + 1)2 > 2- 102",

Exercise 1.1.12. Show that the 1-place number-theoretic function
f(n) = the nth decimal digit of 7 = 3.141592- - -
is primitive recursive.

Hint: You may want to use the fact that |t — a/b] > 1/b*? for all integers
a,b > 1. This result is due to K. Mahler, On the approximation of 7, Nederl.
Akad. Wetensch. Proc. Ser. A., 56, Indagationes Math., 15, 30-42, 1953.

Solution. We use the well-known series

T 1 1 1 1 = (~1
e e
3757779 nz::o

)
4 2n+1"

12



ie.,

4 4 4 4 = (~1)"4
=442 _Z4Z_ ... = ,
" * Ty 2 oni
n=0
Let Sj; be the kth partial sum of this series. We have Si, = a(k)/b(k) where the
functions a(k) and b(k) are primitive recursive, namely

B (—1)™4(2k + 1)!
alk) = nz:% 2n + 1
and b(k) = (2k 4+ 1)!. Note also that the function
g(n,a,b) = Rem(Quot(10™a, b), 10) = the nth digit of a/b

is primitive recursive. By Mahler’s result, for each n there exists k& < 10%0
such that S and Siy1 have the same first n digits. Since 7 lies between S
and Sky1, it follows that Si and 7 have the same first n digits, so in partic-
ular f(n) = the nth digit of Sk. Using the bounded least number operator,
we have f(n) = g(n,a(h(n)),b(h(n))) where h(n) = the least k < 10°°" such
that Al _, g(m,a(k),b(k)) = g(m,a(k +1),b(k + 1)). Clearly this is primitive
recursive.

1.2 The Ackermann Function

In this section we present an example of a function which is not primitive re-
cursive, yet is clearly computable in some intuitive sense. The precise concept
of computability which we have in mind will be explained in the next section.

Definition 1.2.1. We define a sequence of 1-place functions A,, n € N, as
follows:

AO(x) = 2(E,
Apir (@) = AnA,-- Ay(1).

x

2

Thus Ap(x) = 2z, A1(z) = 2%, As(z) = 22" (height x), etc.
Exercise 1.2.2 (the Ackermann hierarchy).
1. Show that, for each n, Az [ Ay (x)] is primitive recursive.
2. Show that

(a) Ap(z+1)> Ap(z) >z for all z > 1 and all n.
(b) Api1(x) > An(xz+1) for all 2 > 3 and all n.

13



Show that for each k-place primitive recursive function

Axy .oz [ f(x1, .., o) ]
there exists n such that
flxe,... zr) < Ap(max(3,z1,...,2k))
for all x1, ..., xk.

Show that the 2-place function Ana[A,(z)] is not primitive recursive.
This is known as the Ackermann function.

Show that the 3-place relation Anzy [ A, (r) = y] is primitive recursive.
Use this to show that the Ackermann function is computable, i.e., recur-
sive, in the sense of Section 1.3.

Solutions.

1.

A
Ay
Ay

As
Ay

As
Ag

Show that A,,(1) =2, A,(2) = 4, and A,+1(3) = A, (4) for all n. Compute
Ay () for all n,x with n 4+ 2 < 8.

Solution. For all n we have A,41(1) = A, (1), hence by induction A, (1) =
Ao(1) = 2. Also A4,+1(2) = An(An(1)) = A,(2), hence by induction
An(2) = Ap(2) = 4. Also, for all n and = we have A,11(z +1) =
An(Api1(z)), in particular A,11(3) = Ap(An4+1(2)) = An(4). Table 1.1
shows A, (z) for small values of n, z.

Table 1.1: The Ackermann branches.

0 1 2 3 4 5
0 2 4 6 8 10
1 2 4 8 16 32
1 2 4 16 216 22"
.2 .2 2
1 2 4 216 22" (height 216) 22" (height 22" (height 216))

.2 2
1 2 4 2% (height 2'6)  A3(22 (height 2'6))
2

1 2 4 A3(2% (height 219))

2. Prove the following:

(a) Ap(z+1)> A,(z) >z for all z > 1 and all n.

14



(b) Apti(x) > Ap(xz+1) for all x > 3 and all n.

(c) For each primitive recursive function f(z1,...,x)) there exists n such
that A,, covers f,i.e.,

flze,...,zr) < Ap(max(3,21,...,2k))

for all z1,...,xk.
(d) The 1-place function Az (A, (x)) is not primitive recursive.

(e) The 2-place function Azy (A, (y)) is not primitive recursive.
Solution. First we prove Ap(z + 1) > A,(z) > = for z > 1, by induction
on n. For n = 0 we have Ag(z + 1) = 204+ 2 > 2z = Ap(z) for all
xz, and Ag(z) = 2 > z for x > 1. For n+ 1 and z > 1 we have
Apt1(z 4+ 1) = Ap(Ant1(z)) > Apt1(z) by inductive hypothesis. Thus
Ay 41 is strictly monotone. Since A,,11(0) > 0, it follows that 4,41 (x) >«
for all z.

Next we prove Ap41(z) > A, (x+1) for z > 3, by induction on z. For z = 3
we have A,,11(3) = A,(4) as noted above, and inductively A,41(z+1) =
An(Ang1(2)) > Ap(An(z+1)) > A, (x+2), since A, is strictly monotone
and A,(x + 1) > 2 + 2 by what has already been proved.

Next we prove that each primitive recursive function is covered by A,, for
some n. We prove this by induction on the class of primitive recursive
functions. We begin by noting that the initial functions are covered by
Ap.

Suppose f is obtained by generalized composition, say

flzr, .. xk) = hgr(z1, .oy @k)y ooy gm(T1, - o, 2k)).

Let n be such that A, covers h and A,,4+1 covers g1, ..., gm. We then have
flz1, ... zk) hgi(z1,.. . xk)y oy gm(T1, .., Tk))
Ap(max(3,g1(z1, .., k), s gm(T1, .., k)
An(Apt1(max(3,z1,...,21)))
Apy1(max(3,zq,...,25) + 1)
Apto(max(3,21,...,2x)),

IAN I INIA

ie., Apto covers f.

Suppose f is obtained by primitive recursion, say

fO,zq,...,xL) = g(x1,...,21),
f(y+17$17.-.,$k) = h(yaf(?%l?la---7$k)71317---7$k)-

Let n be such that A,, covers h and A, 11 covers g. We first claim that

fly,z1, ... zk) < Apy1(y + max(3,z1, ..., 2x))

15



for all y,z1,...,xx. We prove this by induction on y. For y = 0 we
have f(0,z1,...,2%) = g(21,...,2k) < Apt1(max(3,z1,...,2k)). For the
inductive step we have

h( af(yvxlw' xk)axla"ka)
maX(S Y, (yaxla"ka)vxlv"'vxk)

f(y+1,$1,.~»,xk)

A IA

n+1(y + max(3,z1,...,2)))

A
A
A
Apt1(y+1+max(3,21,...,21))

and this proves our claim. We then have

fly,z1,...,zk) < Appa(y +max(3,z1,...,2x))
< App1(Cmax(3,y,21,...,2k))
< Apii(Ange(max(3,y, 21, .., 2k)))
= An+2(max(3,y,x1,...,xk)+1)
< A,is(max(3,y,x1,...,2k)),

i.e., An43 covers f. This completes the proof that each primitive recursive
function is covered by A,, for some n.

Now, if A,(x) were primitive recursive, then A, (x)+ 1 would be primitive
recursive, hence covered by A, for some n > 3. But then in particular
Ap(n) +1 < A,(max(3,n)) = Ap(n), a contradiction. Thus the 1-place
function A, (z) is not primitive recursive. It follows immediately that the
2-place function A;(y) is not primitive recursive.

. Show that the 3-place relation

{(z,y,2) | Auly) = 2}

is primitive recursive. Use this to prove that Axy (A.;(y)) is recursive.
Hence Az (A;(z)) is recursive.

Solution. For all z,y > 0 we have
0<y<Au(y) =As1(Ac(y — 1)) = Apa(y)

where y' = Ay(y — 1). Since A,_1(y’) = Az(y) > 2, it follows that
0 <y < Ay—1(¥') = Az(y). Repeating this step x times, we obtain a
finite sequence yo, Y1, Y2, - - - , Y- Starting with y such that

Ap(y) = Az(yo) = Aoc1(y1) = Az—2(2) = - = Ao (Ya) = 2¥a,

and each of yo,y1,...,ys is > 0 and < A, (y). Moreover, if y > 2 then we
also have z < A, (y). Thus the 3-place predicate A, (y) = z can be defined

16
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by course-of-values recursion on z as follows:
Az (y) = z if and only if
(x=0Az=2y)V
(x>0Ay=0Az=1)V
(x>0ANy=1Az=2)V
(x>0ANy=2Az=4)V
(>0ANy>2A2<2zAJYo, Y1,y Yz < 2
(Mo =y AVi <@ (Yit1 = Ao—i(yi — 1)) Nz = 2u2)).

Actually, the function being defined by primitive recursion is

a(w) = [[{poegvs: | Au(y) =z A2, y, 2z < w}

In any case, it follows that the 3-place predicate A,(y) = z is primitive
recursive.

Applying the least number operator, we see that the 2-place function
Az (y) is recursive. It follows immediately that the 1-place function A, (x)
is recursive.

1.3 Computable Functions

In this section we define the class of computable (i.e., recursive) number-theoretic
functions. We show that the primitive recursive functions form a proper subclass
of the computable functions.

Our definition will be given in terms of a register machine. We assume the
existence of infinitely many registers Ry, Ra, ..., R;, .... At any given time,
each register contains a natural number. If the number contained in R; is 0, we
say that R; is empty. At any given time, all but finitely many of the registers
are empty. The basic actions that the machine can perform are to increment or
decrement a register, i.e., add or subtract 1 from the number contained in it.

A register machine program consists of finitely many instructions linked to-
gether in a flow diagram indicating the order in which the instructions are to
be executed. There are four types of instructions: Rj, R, start, and stop.
Each program contains exactly one start instruction, which is executed first.
An R;” instruction is executed by incrementing R; and then proceeding to an-
other, specified, instruction. An R; instruction is executed by testing R; for
emptiness. If R; is empty, we proceed to one of two specified instructions. If R;
is nonempty, we decrement it and then proceed to the other of the two specified
instructions. A stop instruction causes execution of the program to halt. See
Figure 1.1.

For example, consider the addition program depicted in Figure 1.2. If we run
this program starting with natural numbers z and y in R; and R respectively,
the run will eventually halt with z 4+ y in Rs.

17



\
i ®
/

begin run of program increment register R;

\
o=
SN S

if R; empty go to e, terminate run of program
otherwise decrement R;

Figure 1.1: Register Machine Instructions

Figure 1.2: An Addition Program
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Let P be a register machine program, and let =1, ..., z; be natural numbers,
i.e., elements of N. We write P(z1,...,zk) to denote the unique run of P starting
with 1 in Ry, ..., xx in Ry, and all other registers empty. Uniqueness follows
from the fact that the register machine operates deterministically.

Definition 1.3.1 (Computable Functions). A k-place number-theoretic func-
tion
)\331 . Tk [f(a:l,...,xk)]

is said to be computable if there exists a register machine program P which
computes it, se. for all z1,...,2p € N, P(z1,...,2,) eventually halts with
y= f(z1,...,2) in Rp41.

For example, the addition program of Figure 1.2 shows that A\xjxs [21 + 22 ]
is computable.

We shall now prove that all primitive recursive functions are computable.

Lemma 1.3.2. The initial functions Z, S, and Py;, 1 <14 < k, are computable.

Proof. The functions Z = Az [0], S =Xz [z + 1], and Py; = Azy ...z [2;] are
computed by the register machine programs given in Figure 1.3. O

Zero —>
Successor @ © @ @
Projection € @

FE=E

Figure 1.3: The Initial Functions
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Figure 1.4: Generalized Composition

Lemma 1.3.3. The class of computable functions is closed under generalized
composition.

Proof. Assume that

ey .coxg [gr(z, k)], ooy ATk [gm(21, L 2) ]
and Ayt ... Ym [R(y1,...,Ym)] are computed by register machine programs Gy,
..+y Gm, H respectively. For convenience we regard these programs as being
executed on pairwise disjoint sets of registers. We use Gj1, ..., Gjr, Gjit1,
...to denote the registers on which G; is executed, 1 < j < m. We use Hy, ...,
H,,, Hy41, ... to denote the registers on which H is executed.
To compute Azy ...z [ f(z1,...,2)] where

flr, .. zi) =h(gr(x1, .y xk), ooy gm (T2, oy TE)) -

we shall use a register machine program JF which we regard as being executed
on registers Fy, ..., Fi, Fry1, .... In order to make it easy for F to call Gy,
..y Gm, H, the registers of Gy, ..., G,,,, H will be among the auxiliary registers
of F. (The auxiliary registers of F are the registers F;, i > k + 2.) Actually,
the auxiliary registers of F consist precisely of the registers of G1, ..., G, H.
Our program F is given in Figure 1.4. O

Lemma 1.3.4. The class of computable functions is closed under primitive
recursion.
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In proving this lemma, the idea will be to write a program containing a loop
which repeatedly calls the iterator h. Let us first illustrate this idea with a
simple example.

Example 1.3.5. The multiplication function Axjxs[z1 - 2] is computed by
iterated addition, using the program given in Figure 1.5.

Figure 1.5: A Multiplication Program

Exercise 1.3.6. Write a register machine program which computes the ex-
ponential function, i.e., the 2-place number-theoretic function exp(z,y) = z¥.
Note that 2° = 1 for all .

Proof of Lemma 1.3.4. Assume that Azq...2z[g(z1,...,2k)] and
Ayzay ... xp [h(y, 2,21, .., xg) ]

are computed by register machine programs G and H with registers Gy, ...,

Gry, Ggy1, ...and Hy, He, Hs, ..., Hgyo, Hiys, ...respectively. To compute
Ayzxy ...z [ f(y,x1,...,2x) ] where
f(vala"'vxk) = g(xlv"'vxk)a
f(y+17$1,---,$k) = h(y)f(y7x17-"axk);xla"'7mk)7
we use a register machine program F with registers Fiy, Fo, ..., Fiy1, Fiyo,
. See Figure 1.6. The auxiliary registers F;, i > k + 3 of F consist of the
registers of G and H plus two additional registers, U and V. O

Theorem 1.3.7. Every primitive recursive function is computable.
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Proof. The above lemmas show that the computable functions form a class
which contains the initial functions and is closed under generalized composition
and primitive recursion. Since the primitive recursive functions were defined as
the smallest such class, our theorem follows. O

1.4 Partial Recursive Functions

A k-place partial function is a function 1 : dom(¢)) — N where dom(y)) C Nk,

We sometimes abbreviate this as ¢ : N¥ £, N. We use dom(v) and rng(¢) to
denote the domain and range of 9, respectively. If dom(y)) = N¥, we say that
1 is total. Thus a total k-place function is just what we have previously called
a k-place function.

The use of partial functions leads to expressions which may or may not have
a numerical value. (For example, (z1,...,2r) + 3 has a numerical value if
and only if (z1,...,zk) € dom(v)). If E is such an expression, we say that F is
defined or convergent (abbreviated F |) if E has a numerical value. We say that
E is undefined or divergent (abbreviated E 7) if E does not have a numerical
value. We write E; ~ E5 to mean that F; and F, are both defined and equal,
or both undefined.

Definition 1.4.1 (Recursive Functions and Predicates). A k-place (total)
function is said to be recursive if and only if it is computable. A k-place predicate
is said to be recursive if its characteristic function is recursive.

Definition 1.4.2 (Partial Recursive Functions). A k-place partial function
1 is said to be partial recursive if it is computed by some register machine

program P. This means that, for all z1,...,zx € N,

Y(x1,...,2,) ~ the number in Ryy; if and when P(z1,...,xk) stops.
In particular, ¥(x1,...,xx) is defined if and only if P(x1,...,x) eventually
stops.

Partial recursive functions arise because a particular run of a register ma-
chine program may or may not eventually stop. One way this can happen is
because of an unbounded search, as in the following lemma.

Lemma 1.4.3 (Unbounded Least Number Operator). Let P(x1,...,Zk,y)
be a (k+1)-place recursive predicate. Then the k-place partial function v de-
fined by

Y(x1,...,x5) =~ least y such that P(xy,...,zx,y) holds

is partial recursive.
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Figure 1.7: Minimization

Proof. Assume that yp is computed by a register machine program P with

registers Py, ..., Py, Pxy1, Piyo, .... To compute 1) we use a register machine
program JF with registers Fj, Fb, ..., Fiy1, .... The auxiliary registers Fj,
i > k4 2, of F are the registers of P plus an additional register V. See
Figure 1.7. O

The unbounded least number operator is sometimes called the minimization
operator. As a byproduct of the work in the next section, we shall see that all
partial recursive functions can be obtained from primitive recursive functions
by composition and minimization.

Exercise 1.4.4. Show that the function f(n) = nth digit of 7 is recursive.

Hint: Use an infinite series such as

Tl 11
4 35 779

plus the fact that 7 is irrational.

Solution. This follows from Exercise 1.1.12. A solution not using Mahler’s result
is as follows.
Let Si be the kth partial sum of the series

4 4 4 4 = (-1)"4
:4—— —_ — — _— . =
i 375779 Z2n+1’

n=0
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We have Sy = a(k)/b(k) where a(k) and b(k) are primitive recursive, namely

_ (—1)"4(2k + 1)!
alk) = nz:% o+ 1
and b(k) = (2k + 1)!. Note also that
g(n,a,b) = Rem(Quot(10™a, b), 10) = the nth digit of a/b

is primitive recursive. Since 7 is irrational, it follows that for each n there
exists k such that S; and Sk41 have the same first n digits. Since 7 lies
between S and Siy1, it follows that Si and 7 have the same first n digits,
so in particular f(n) = the nth digit of Sk. Using the least number opera-
tor, we have f(n) = g(n,a(h(n)),b(h(n))) where h(n) = the least k such that
Ao _o9(m,a(k),b(k)) = g(m,a(k + 1),b(k + 1)). Clearly this is recursive.

Exercise 1.4.5. Show that there exists a computable function which is not
primitive recursive. (By 1.2.2 it suffices to show that the Ackermann function
Anzx [ Ay (x)] is computable.)

1—1 onto

Exercise 1.4.6. Let f : N~ — " N be a permutation of N, the set of natural
numbers. Show that if f is recursive, then the inverse permutation f~! is also
recursive.

Solution. Using the least number operator, we have f~!(y) = the least = such
that f(z) = y.

Exercise 1.4.7. Give an example of a primitive recursive permutation of N
whose inverse is not primitive recursive.

Solution. From our study of the Ackermann function in Section 1.2, we know
that the predicate {(z,y) | Az(x) = y} is primitive recursive, although the one-
to-one increasing function x — A, (x) is not. Let B be the range of x — A, (x),
ie,, B={y |3z (Az(z) =y)}. Then B is primitive recursive, because y € B <
\/gyc;(l) Az (z) = y. Note also that B is infinite and coinfinite.

For any infinite set S C N, let mg : N — N be the principal function of S,
ie.,

S={rs(0) <mg(1) < - - <mg(n)<mg(n+1) < -}

where g(n) = the nth element of S. Let f be the permutation of N defined by

27r§1(y) ify e B,
f(y): 1 .
2rapy) +1  ifyeN\B.

By course-of-values recursion, f is primitive recursive. However, f~! is not
primitive recursive, because f~1(2z) = mp(z) = A, ().

25



1.5 The Enumeration Theorem

To each register machine program £ we shall assign a unique number e = #(€).
This number will be called the Gddel number of £ and will also be called an
index of the k-place partial recursive function which is computed by £

Recall that our register machine is equipped with infinitely many registers
R;, i > 1. Initially all of the registers are empty except for Ry, ..., Ry which
contain the arguments zi1, ..., . We assume that our program & is given
as a numbered sequence of instructions Iy, ..., I;. By convention our machine
starts by executing I; and stops when it attempts to execute the nonexistent
instruction Iy. Each instruction I,,, 1 < m <, is of the form

increment R; then go to instruction I, (1.0)

or
if R; is empty go to I,,, otherwise (1.1)

decrement R; then go to instruction I, .

Here ng and n; are in the range 0 < n <. To each instruction I,,, we assign a
Godel number #(I,,,), where

3. 50 for I,,, as in (1.0),

Iny) = )
#(Im) {2-31-5"“7”1 for I, asin (1.1).

The Godel number of the entire program &£ is then defined as

l
#&) = [ i
m=1

where pg, p1, p2, - - . are the prime numbers 2, 3, 5, ...in increasing order.

Example 1.5.1. Let £ be the program in Figure 1.8, which computes Az [z+1].
Listing the instructions Iy, I, I3 as shown in the figure, we have

() = 2-31.5%.72=2.3.125.49 = 36750,
#(I) = 32.5' =45,
#(13) = 32-50:97

so that
#(E) = a# () | 5#(I2) , 7#(Is) — 336750 45 79

Lemma 1.5.2. The 1-place predicate
Program(e) = (e is the Godel number of some register machine program)

is primitive recursive.
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I
Figure 1.8: A Program with Labeled Instructions

Proof. We have

€
Program(e) = \/ Program (e, 1)
1=0
where Program (e,[) says that e is the Godel number of a register machine
program consisting of [ instructions Iy, ..., I;. We then have

l
Program(e,l) = e= H pg:i)m A
m=1
l e 1 1
/\ \/ \/ [(e)m:?)i'f)no\/(e)m:2'3i~5n0-7n1}7
m=1 i=1 no=0 n1=0

0
the idea being that (€)m, = #(In). This proves the lemma. O

Definition 1.5.3. We denote by gagk) the k-place partial computable function
which is computed by the register machine program £ whose Gédel number is
e. In more detail, we define

gogk) (x1,+-+,2,) =~ the number in Ryi; if and when E(zq, -, xy)

stops, where e = #(£), and undefined otherwise.

Note that if e is not the Goédel number of a register machine program, then
gagk) (z1,- -+, 2k) is undefined for all xy, ..., xg, so in this case gogk) is the empty

function.

If ¢ is a k-place partial recursive function, an index of ¢ is any number e
such that ¢ = gagk), i.e., e is the Gédel number of a program which computes 1.
Clearly 1 has many different indices, since there are many different programs
which compute ).
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Exercise 1.5.4. Find an index of the function

1 ifz=0,
a(r) =
0 ifz>0.

Solution. Clearly the labeled program

I Iy

computes . We have #(I1) = 2-3'-52.7% = 150 and #(I,) = 32-5° =9, so
an index of a is e = 3#(1) . 5#(I2) = 3150 . 59 T other words, @él) =q.

The main theorem on indices reads as follows.

Theorem 1.5.5 (The Enumeration Theorem). For each k > 1, the (k+1)-
place partial function

ey ... xp W (21, .. 2]

is partial recursive.

Remark 1.5.6. The Enumeration Theorem entails the existence of a “univer-
sal” program, i.e., a register machine program which can emulate the action of
any other register machine program. This concept underlies the stored program
digital computer.

In the proof of the Enumeration Theorem, the following easy lemma will be
useful.

Lemma 1.5.7 (Definition by Cases). Let P; and P» be k-place primitive
recursive predicates and let fi; and fo be k-place primitive recursive functions.
Assume that P; and P, are mutually exclusive and exhaustive, i.e., for each
k-tuple (1, ...,7) € N¥ either Py(x1,...,21) or Pa(x1,...,x)) holds but not
both. Then the k-place function f defined by

fl(xl,...,mk) if Pl(xl,...,mk) holds
,J?k) =

f(l‘l,... .
fa(xa,...,xx) if Py(z1,...,x)) holds

is primitive recursive.

28



Proof. This is clear since f = f1 - xp, + f2 - xp,- The extension to more than
two cases is also easy. O

Proof of the Enumeration Theorem.
The idea of the proof is to represent the state of £(x1,...,xy) after executing
n instructions by a single number

z = State (e, z1, ..., Tk, n)
o0 i
= po - Iz v s
where z; is the number in register R;, and I,, is the next instruction to be

executed. Note that (z)o = m and, for all i > 1, (2); = z;.
We first show that the State function is primitive recursive. We have

State (e, 1, ...,2k,0) = pd-pit-... pek

(begin by executing I7),

State (e, z1,...,zk,n+ 1) = NextState (e, State (e, z1,..., Tk, n)),
zopi-pg ™ i ((€)m)o =0,
2 py M if ((€)m)o=1and (2); =0,

NextState (e, z) =
zopytopg T ((€)m)o =1 and (2); > 0,

z otherwise,
where
m=(z)o, i=((€)m), no=((€)m)2, n1=((e)m)s.
We are now ready to prove the theorem. We use the least number operator
to obtain

Stop (e, x1,...,x) =~ least n such that (State(e,x1,...,2,n))o =0
A Program (e) .
(The idea is that our machine stops if and when it is about to execute Ip. Note

that Stop (e, z1,...,x)) is undefined if e is not the Gédel number of a register
machine program.) We then use composition to get

FinalState (e, z1,...,25) =~ State(e,x1,...,2k,Stop (e,z1,...,Zk))
(the state of our machine if and when it stops)

and
Output (e, z1,...,2,) =~ (FinalState(e,21,...,2Zk))k+1

(the number that is finally in register Ryy1) .

Since the Output function was obtained by composition, primitive recursion and
the least number operator, it is partial recursive. Moreover, for all e and 1,
..., T, we clearly have

gogk)(xl,...,:ck) ~ Qutput (e, z1,...,Tk) .

This completes the proof of the Enumeration Theorem. O
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Exercise 1.5.8. Let f : N* — N be a k-place total recursive function. Show
that f is primitive recursive if and only if there exists an index e of f such that

Ay ...z [Stop (e, z1, ..., 2x) ]

is majorized by some primitive recursive function. (See also Exercise 1.2.2.)

Exercise 1.5.9. Fix k > 1. Construct a k+1-place total recursive function
®;, : N*1 — N with the following properties:

1. for each e € N, the k-place function Azq ...z, [Pr(e, z1,...,z)] is prim-
itive recursive;

2. for each k-place primitive recursive function f : N¥ — N, there exists an
e such that f = Azy ... 25 [Pr(e,z1,. .., 2)].

Exercise 1.5.10. Given a k-place partial recursive function ¢ (z1, . . ., zx), show
that there is a 1-place partial recursive function ¢*(z) such that

PP ppr) = ppte )

for all x1,...,xk, and ¢* is computable by a register machine program which
uses only two registers, Ry and R.

Solution. We begin with a register machine program P which computes ¥ (z1, ..., zk).
Let Pi,..., Pk, Piy1,. .., Ps be the registers used in P. We may safely assume
that, whenever P(xz1,...,xy) halts, it leaves all registers except Py11 empty.

We transform P into a program R which uses only two registers, R; and Rs.
The idea is that, if Pj,..., Ps; contain z1, ..., zs respectively, then R; contains
z = pi*---pZ, while Ry contains 0. Incrementing (decrementing) P; corre-
sponds to multiplication (division) by p;. Each instruction in P is replaced by
a corresponding set of instructions in R.

We replace P;r in P by Figure 1.9 in R.

D)

We replace P~ A in P by Figure 1.10 in R.
X
B

We replace —) in P by Figure 1.11 in R.

1.6 Consequences of the Enumeration Theorem

¢

In this section we present some important consequences of the Enumeration
Theorem.
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The number of Ry instructions is p;.

Figure 1.9: Incrementing P;
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The number of R instructions is p;.

Figure 1.10: Decrementing P;
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Figure 1.11: Stopping

Theorem 1.6.1. All partial recursive functions can be obtained from primitive
recursive functions by composition and minimization.

Proof. This is immediate from the proof of the Enumeration Theorem. The
State function is primitive recursive, the Stop function is obtained from the
State function by minimization, and the FinalState and Output functions are
obtained by composing the Stop and State functions with the primitive recursive
function Az [(2)k+1 ] O

The following characterizations of the class of partial recursive functions do
not involve register machines and are similar to our definition of the class of
primitive recursive functions.

Corollary 1.6.2. The class of partial recursive functions is the smallest class
of functions containing the primitive recursive functions and closed under com-
position and minimization.

Corollary 1.6.3. The class of partial recursive functions is the smallest class of
functions containing the initial functions and closed under composition, primi-
tive recursion, and minimization.

Proof. Both corollaries are immediate from the previous theorem and Lem-
mas 1.3.2, 1.3.3, 1.3.4, 1.4.3. O

Next we present an interesting example showing that the consideration of
partial functions is in some sense unavoidable or inherent in recursive function
theory.

Example 1.6.4. We present an example of a partial recursive function 1 :

N -5 N which cannot be extended to a total recursive function f:N—N.
Namely, we define

() = oM (@) +1.

By the Enumeration Theorem, v is a partial recursive function. Suppose 1
were extendible to a total recursive function f. Let e be an index of f. Then

P(e) ~ gogl)(e) + 1 ~ f(e) + 1 is defined, hence f(e) ~ 1(e) ~ f(e)+ 1, a

contradiction.
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Definition 1.6.5. A set A C N is said to be recursive if its characteristic
function y4 : N — N is recursive. More generally, a k-place predicate R C N*
is said to be recursive if its characteristic function y : N* — N is recursive.

Example 1.6.6. We present an example of a nonrecursive set. Let K be
the subset of N consisting of all x € N such that goggl)(x) is defined. Thus
K = dom(v) where 1 is as in the previous example. We claim that K is not
recursive. If K were recursive, then the total function f : N — N defined by

P(z) ifze K,
f(x):{o if v ¢ K

would be recursive, contradicting the fact that v is not extendible to a total
recursive function.

Definition 1.6.7. A pair of sets A, B C N is said to be recursively inseparable
if there is no recursive set X such that A C X and X N B = 0.

Exercise 1.6.8. Letting K,, = {x € N | goggl)(x) ~ n}, show that Ky and K;
are recursively inseparable.

Exercise 1.6.9. Show that there exists a set A C N which is recursive but not
primitive recursive.

(Caution: It can be shown that the 3-place predicate z = A,(y) is prim-
itive recursive, even though the 2-place function A\xy[A;(y)] is not primitive
recursive. See Exercises 1.2.2; 1.4.5, 1.5.8, 1.5.9.)

Remark 1.6.10 (Church’s Thesis). Perhaps the most important conse-
quence of the proof of the Enumeration Theorem is that it provides strong
evidence for Church’s Thesis. We shall first explain what Church’s Thesis says,
and then we shall present the evidence for it.

The context of Church’s Thesis is that, as mathematicians, we have an in-
tuitive notion of what it means for a function f: N¥ — N to be algorithmically
computable. Since recursive functions are register machine computable, they
are obviously algorithmically computable in the intuitive sense. Church’s The-
sis states the converse: All functions f : N¥ — N which are algoritmically
computable in the intuitive sense are in fact recursive.

To present our evidence for Church’s thesis, assume that we are given a func-
tion f : N¥ — N which is algorithmically computable in the intuitive sense. We
want to show that f is recursive. Since the given algorithm for f is presumably
deterministic, the execution of the algorithm should be describable as a sequence
of states with deterministic transition from one state to the next. The precise
nature of the states depends on the nature of the algorithm, but no matter what
the states actually consist of, it should be possible to view them as finite strings
of symbols and to assign Godel numbers to them. Once this has been done, the
transition from the Godel number of one state to the Gédel number of the next
state should be very simple, in particular primitive recursive. Thus we should
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be able to carry out an analysis similar to what is in the proof of Theorem 1.5.5
(State, NextState, Stop, etc.). Such an analysis will show that f is obtained
from primitive recursive functions by means of composition and minimization.
It will then follow by Corollary 1.6.2 that f is recursive.

The argument in the previous paragraph is of necessity nonrigorous. How-
ever, it can be specialized to provide rigorous proofs that various models of com-
putation (similar to but differing in details from register machine computability)
give rise to exactly the same class of functions, the recursive functions. Some
of the models of computation that have been analyzed in this way are: Turing
machines, Markov algorithms, Kleene’s equation calculus. There is no reason
to think that the same analysis could not be carried out for any similar model.
This constitutes very strong evidence for Church’s thesis.

Note that the same arguments and evidence apply more generally in case f
is a partial rather than a total function. From now on, we shall take Church’s
Thesis for granted and identify the class of partial recursive functions with the
class of partial functions from N* into N that are algorithmically computable in
the intuitive sense.

The fact that the intuitive notion of algorithmic computability is captured
by a rigorous mathematical notion of recursiveness is one of the successes of
modern mathematical logic.

1.7 Unsolvable Problems

The purpose of this section is twofold: (1) to discuss and make precise the con-
cept of an unsolvable mathematical problem, and (2) to present some important
examples of such problems.

We begin with a preliminary clarification. In certain contexts, the word
problem refers to a mathematical statement which has a definite truth value,
True or False, but whose truth value is unknown at the present time. (An ex-
ample of a problem in this sense is the Riemann Hypothesis.) However, we shall
not deal with this type of problem now. Instead, we consider a somewhat dif-
ferent concept. For us in this section, a problem is any mathematical statement
that involves a parameter. A solution of such a problem would be an algorithm
which would enable us to compute the truth value of the problem statement for
any given value of the parameter. The problem is said to be solvable if there
exists such an algorithm, otherwise unsolvable. An instance of a problem is the
specialization of the problem statement to a particular parameter value.

As an example of a solvable problem, we mention:

Example 1.7.1. The statement “n is prime” represents the problem of deciding
whether an arbitrary number n € N is prime or composite. Here the parameter
is the variable n. For any particular n (e.g. n = 123456789), the question of
whether this particular n is prime or composite is an instance (i.e., special case)
of the general “primality problem”. Since the set of prime numbers

{n € N | n is prime}
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is primitive recursive, the general primality problem is solvable.
On the other hand, we have the following example of an unsolvable problem.

Example 1.7.2. The set K defined in Example 1.6.6 is nonrecursive. Hence by
Church’s Thesis there is no algorithm to decide whether or not a given number
n belongs to K. It is therefore appropriate to describe the membership problem
for K (i.e., the problem of computing the truth value of n € K for any given n)
as an unsolvable problem.

The ability to distinguish solvable problems from unsolvable ones is of basic
importance for the mathematical enterprise. Among the most famous unsolvable
mathematical problems are:

Example 1.7.3 (Hilbert’s Tenth Problem). Hilbert’s Tenth Problem is to
determine, for a given polynomial p in several variables with integral coeflients,
p € Z[X1,...,X,], whether or not the equation p(Xj, ..., X,) = 0 has a solution
in integers Xi,...,X,, € N. This problem encompasses the entire theory of
Diophantine equations. A theorem of Matijasevi¢ shows that Hilbert’s Tenth
Problem is unsolvable. Actually Matijasevi¢ produced a particular polynomial

p(XO; le oo 7X9)
with 10 indeterminates, such that
{n €N |p(n,ay,...,ay9) =0 for some ay,...,a9 € Z}

is nonrecursive. Once again, our notion of unsolvable problem is related to the
existence of a nonrecursive set, namely the set of parameter values n for which
the problem statement holds.

Example 1.7.4 (Word Problems). Let G be a group presented by finitely
many generators and relations. The word problem for G is the problem of
determining, for a given word w in the generators of G and their inverses,
whether or not w = 1 in (. In this case the parameter is w, and the word
problem for G is solvable if and only if there exists an algorithm for determining
whether or not a given word w is equal to 1 in G. It is known that the word
problem is solvable for some groups G and not solvable for others. For example,
the word problem for free groups or groups with one relation is solvable, but
Boone and Novikov have exhibited groups G with finitely many relations such
that the word problem for G is unsolvable.

Example 1.7.5 (The Halting Problem).

Some famous unsolvable problems arise from computability theory itself. One
of these is the Halting Problem: To determine whether or not a given register
machine program P will eventually stop, if started with all registers empty. By
Godel numbering, we can identify the Halting Problem with the problem of
deciding whether a given natural number e belongs to the set

H = {eeN|1(0) is defined} .
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We shall prove below that H is nonrecursive, i.e., the Halting Problem is un-
solvable.

In all of the above examples, the issue of solvability or unsolvability of a
particular problem was rephrased as an issue of whether or not a particular
subset of N is recursive. Such considerations based on Church’s Thesis motivate
the following definition:

Definition 1.7.6 (Unsolvability). Recall that a set A C N is said to be
recursive if and only if its characteristic function x4 : N — {0, 1} is recursive.
A problem is defined to be a subset of N. If A C N is a problem in this sense,
the problem A is said to be solvable if A is recursive, and unsolvable if A is
nonrecursive.

We shall prove the unsolvability of the Halting Problem, i.e., the nonrecur-
siveness of the set H in Example 1.7.5 above. The proof will be accomplished
by showing that the problem of membership in K is “reducible” to the problem
of membership in H. In this context, reducibility of one problem to another
means that each instance of the former problem can be effectively converted to
an equivalent instance of the latter problem. Our precise notion of reducibility
is given by:

Definition 1.7.7 (Reducibility). Let A and B be subsets of N (i.e., problems,
cf. Definition 1.7.6). We say that A is reducible to B if there exists a recursive
function f : N — N such that, for all n € N, n € A implies f(n) € B, andn ¢ A
implies f(n) ¢ B.

Lemma 1.7.8. Suppose that A is reducible to B. If B is recursive, then A is
recursive. If A is nonrecursive, then B is nonrecursive.

Proof. The first statement follows easily from the fact that ya(z) = x5 (f(x)).
The second statement follows since it is the contrapositive of the first. O

Exercise 1.7.9. Write A <,, B to mean that A is reducible to B. Show that
1. A<, Aforall ACN.
2. A<y Band B <, Cimply A <, C.
3. If ) #B# N, then for every recursive set A we have A <., B.

In order to prove that the set H is nonrecursive, we shall need the following
important technical result:

Theorem 1.7.10 (The Parametrization Theorem). Let 6(xg,z1,...,2x)
be a (k+1)-ary partial recursive function. Then we can find a unary primitive

recursive function f(xg) such that, for all zg,z1,..., 2, € N,
k
41050(350)(3317 - ,l‘k) ~ 9(1‘0,1)1, - ,ij) .
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Proof. Let T be a register machine program which computes the k+1-ary partial
recursive function 6. The idea of the proof is to let f(xg) be the Gédel number
of a program which is similar to 7 but has z¢ hard-coded as the first argument
of 4.

Formally, let 7’ be a register machine program which computes the k-+1-ary
partial recursive function

0'(x1,. .., w5, 20) = O(z0,21,...,2k).

Let I1, ..., I; be the instructions of 77, and let 7" be the same as 7’ but modified
so that the instructions are numbered I5, ..., I;14 instead of I1, ..., I;. Then for
any given xo € N, the program 7. depicted in Figure 1.12 computes the k-ary

partial recursive function A\xy ... xg [0 (21, ..., 2k, 20) ], t.e. Axy ... 2k [0(z0,21,...,2k)]
The instructions of 7, are numbered as I, ..., 14, 45. Let f(xo) be the Godel
number of 7”. Note that
l 5 LI,
flwo) = TIeg™®pht)
44 #(Im)  ppltzotd sktlsmtl  o.3k+l.55.75
[Ln=1pm ) Hm=?+5 m "Piizots
I+4  #(Im) :
where the first factor [, ~, pi does not depend on zg. Thus f(zg) is a
primitive recursive function of xy. This completes the proof. O
I Iiis e Tt o+ it 2+5 Is - 114y I I3
& ()
1,

Figure 1.12: Parametrization

We can now prove that the Halting Problem is unsolvable.

Theorem 1.7.11 (Unsolvability of the Halting Problem). The Halting
Problem is unsolvable. In other words, the set

H={zeN|p(0)is defined}

of Example 1.7.5 is nonrecursive.
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Proof. Let H be as in Example 1.7.5 and let K be as in Example 1.6.6, i.e.,
K ={zeN|p(z) is defined} .

We shall prove that K is reducible to H. Since K is known to be nonrecursive
(Example 1.6.6), it will follow by Lemma 1.7.8 that H is nonrecursive.

Consider the partial recursive function 6(z,y) ~ gog,;l)(x). Note that 6 is a
2-place function. By the Enumeration Theorem, @ is partial recursive. By the
Parametrization Theorem applied with k£ = 1, we can find a primitive recursive
function f : N — N such that

1
Pl W) = 0(x,y),

ie.,
1
Pl W) =~ o ()

for all z and y. In particular, if z € K then goggl)(x) is defined, hence 30;1()96)(0) is

defined, i.e., f(z) € H. On the other hand, if x ¢ K then gogcl)(x) is undefined,
hence 30;1()96)(0) is undefined, i.e., f(z) ¢ H. Thus K is reducible to H via f.
This completes the proof. O

Exercise 1.7.12. Show that the following sets and predicates are nonrecursive:
1. {x e N| oM N Nis total}.
2. {x eN| ot is the empty function}.

{{z,y) e Nx N[ ot = i1

w

4. {(z,y) e Nx N |y € rg(5))}.
5. {reN|0e rng(apg))}.
6. {reN| rng(gp&l)) is infinite}.

Exercise 1.7.13 (Rice’s Theorem). Let P be the class of 1-place partial
recursive functions. For C C P, define I¢ to be the set of indices of functions in
C,ie.,

Ic = {zeN|oVec).

Show that if ) # C # P then I is nonrecursive.
Solution. Let ey be an index of the empty function. Let e; be an index such

that @é{) € C if and only if @éé) ¢ C. By the Enumeration and Parametrization
theorems, we can find a primitive recursive function f such that

“>m~{w9@>ﬁ@Wmu

12 Y
f(@) T otherwise,
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for all z and y. Thus z € K implies <p(f1()m) = gog), while z ¢ K implies

go;l()x) = gog(l)). Thus f reduces K either to I¢ (if gog) € C) or to the complement

of I (if o) ¢ C). In either case it follows that I¢ is not recursive.

1.8 The Recursion Theorem

In this section we present an interesting and mysterious theorem known as the
Recursion Theorem.

Theorem 1.8.1 (The Recursion Theorem). Let §(w,z1,...,x) be a par-
tial recursive function. Then we can find an index e such that, for all x4, ..., zg,

k
cpé )(xl,...,:ck) ~ fOle,x1,...,Tk) -
Proof. Applying the Parametrization Theorem and the Enumeration Theorem,
we can find primitive recursive functions f and d such that, for all w, u, z1, ..., Tk,

cp(flzzv)(xl,...,xk) ~ O(w,x1,...,2k).

and
(k)

<‘0<p$})(u) (X1, k) -

k
@;(L)($1, e ,J)k) >~

Let v be an index of fod, i.e., <p1(,1)(u) = f(d(u)) for all u. Then

o o®
RO

9"%(1}))(“7 SR
H(d(v), T1y--- ,.L“k)

so we may take e = d(v). This completes the proof. O

Py (1, - k) (1, k)

1R

Example 1.8.2. As an example, if we take 8(w,z) = w + z, then we obtain an

index e such that gogl)(x) =e+z for all z.

Example 1.8.3. As another illustration of the Recursion Theorem, we now
use it to prove that the Ackermann function Anz [A,(z)] (see Section 1.2) is
computable. The recursion equations defining the Ackermann function can be

written as
Ao(z) = 2z

Apa(0) = 1
Anpa(z+1) = An(Apia(2)).
Writing A(x,y) = A, (y), this becomes

A0,y) = 2y
Az+1,00 = 1
Alx+1Ly+1) = Az, Az +1,y))
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or in other words
2y ifx=0,
Alz,y) = 1 ifx>0andy =0,
A(x =1, A(x,y = 1)) ifz>0andy>0.

By the Enumeration Theorem together with the Recursion Theorem, we can
find an index e such that

2y ifx=0,

Sﬁ’g)(ﬂ%y) ~ 1 ifr>0andy=0,

3022)(33; 1,(,0&2)(a:,y; 1)) ifz>0andy>0.

It is then straightforward to prove by induction on z that, for all y, 3022) (,y) ~
A(z,y). This completes the proof.

Exercise 1.8.4.

1. Find a primitive recursive function f(z,y) such that, for all « and y,

1 _ 1
Sof(%y)*@gc)ogg)'

2. Find a primitive recursive function g(z,y) such that, for all x and y,

dom(p{}) 1) = dom(p(M) N dom (") .

3. Find a primitive recursive function h(z,y) such that, for all z and y,

dom(gagll(;y)) = dom(gpfcl)) U dom(apél)) .

Solution.

1. By the Enumeration Theorem and the Parametrization Theorem, find a

o~

primitive recursive function f(w) such that

1 1 1
P () = 0y, (P, (2))

-~

for all w,z. Then f(x,y) = f(375Y) has the desired property.

2. By the Enumeration Theorem and the Parametrization Theorem, find a
primitive recursive function g(w) such that

1 1 1
P (2) = o) (2) + ol (2)

for all w, z. Then g(x,y) = g(3*5¥) has the desired property.
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3. By the Parametrization Theorem, find a primitive recursive function E(w)
such that

@%l()w)(z) ~ least n such that (State((w)1,z,n))o - (State((w)2,z,m))o =0

for all w, z. Then h(z,y) = E(?)””E)y) has the desired property.

Exercise 1.8.5.

1. Find a primitive recursive function f(x) such that for all z, if <p§cl) is a
(1)

permutation of N, then ¢ ) is the inverse permutation.
2. What happens if <p§,;1) is assumed only to be partial and one-to-one, and
not necessarily a permutation?

Solution. Consider the partial recursive function 6(z,y) ~ least w such that
(State(z, (w)1, (w)2))o = 0 and (State(x, (w)1, (w)2))2 = y. By construction, if

goggl)(z) ~ y then (6(z,y))1 ~ z. Therefore, by the Parametrization Theorem,

let f(x) be a primitive recursive function such that gp;l()x)(y) ~ (6(x,y))1. This
works even if <p§cl) is only assumed to be partial and one-to-one.

Exercise 1.8.6. Find m and n such that m # n and ga%) (0) = n and go%l)(()) =
m.

Solution. By the Parametrization Theorem, let f be a 1-place primitive recursive
function such that gagcl()x) (y) = x for all z,y. The construction of f in the proof of
the Parametrization Theorem shows that f(z) > z for all . By the Recursion

Theorem, let e be such that gogl)(y) ~ f(e) for all y. In particular we have

gogl)(O) ~ f(e), gogtl()e) (0) = e, and f(e) > e. So take m = e and n = f(e).

1.9 The Arithmetical Hierarchy

In this section we study some important classes of number-theoretic predicates:
YO, 119, 39, 1Y, .... These classes collectively are known as the arithmetical
hierarchy.

Definition 1.9.1 (The Arithmetical Hierarchy). We define ¥ and IIJ to
be the class of primitive recursive predicates. For n > 1, we define X% to be the
class of k-place predicates P C N*¥ (for any k > 1) such that P can be written
in the form

P(zy,...,xx) = JyR(x1,-.., 7k, 9)

where R is a k+1-place predicate belonging to the class II2_;. Similarly, we

define T2 to be the class of predicates that can be written in the form

P(xlv"'vxk) = VyR(xlv"kavy)

0
n—1-

where R belongs to the class
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For example, a predicate P(z1,...,z)) belongs to the class X9 if and only if
it can be written in the form

ElylvaEly?) R(xlv sy Tk Y1, Y2, y3)

where R is primitive recursive. Similarly, P belongs to the class I3 if and only
if it can be written in the form

Vy13yaVys R(z1, .. Tk, Y1, Y2, ¥3)
where R is primitive recursive.
Theorem 1.9.2. We have:
1. The classes X0 and II are included in the classes ¥9_; and 119 ;.
2. The classes ¥2 and I12 are closed under conjunction and disjunction.
The classes X9 and I12 are closed under bounded quantification.
For n > 1, the class X0 is closed under existential quantification.

For n > 1, the class 1Y is closed under universal quantification.

& oo w

A predicate P belongs to X0 (respectively I12) if and only if = P belongs
to I (respectively 39).

Proof. Straightforward. O

Theorem 1.9.3. A k-place predicate P C N* belongs to the class ¥ if and

only if P = dom(v)) for some k-place partial recursive function 1 : N¥ N

Proof. If Pis X0, then we have
P(zy,...,z) = 3JyR(z1,...,zk,Y)
where R is primitive recursive, hence P = dom(t)) where
Y(x1,...,x5) =~ least y such that R(x1,...,zx,y) holds,

and clearly 4 is partial recursive. Conversely, if P = dom(¢), then letting e be
an index of ¥, we have as in the proof of the Enumeration Theorem

P(xy...,z) = 3dn(State(e,x1,...,25,n))o =0,
hence P is 9. O
Corollary 1.9.4. P C N* is ¥ if and only if
P(z1,...,x2) = JyR(z1,...,2k,Y)

where R C N**1 s recursive (not only primitive recursive).
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Remark 1.9.5. It follows that, in the definition of X9 and II% for n > 1, we
may replace “primitive recursive” by “recursive”.

Exercises 1.9.6. If ¢ is a k-place partial function, the graph of ¢ is the (k+1)-
place predicate Gy = {{z1,..., 2%, ¥) | ¥(z1,..., %) 2 y}.

1. Show that 1) is partial recursive if and only if the graph of ¢ is %9.

2. Show that, for every (k+1)-place X9 predicate P(x1, ..., zk,y) there exists
a k-place partial recursive function ¥ (x1, . . ., xx) which uniformizes P, i.e.,
Gy C P and dom(v) = {(z1,...,zx) | Yy P(z1,..., 2%, ¥)}-

Definition 1.9.7. Let A be an infinite subset of N. The principal function of
A is the one-to-one function m4 : N — N that enumerates the elements of A in
increasing order.

Lemma 1.9.8. Let A be an infinite subset of N. The set A is recursive if and
only if the function 74 is recursive.

Proof. If A is recursive then the functions v4 and 74 defined by

va(z) = least y such that y >z andye€ A
74(0) = va(0)
malx+1) = wvalma(z)+1)

are obviously recursive. Conversely, if 74 is recursive then we have

y
y€ A if and only if \/ﬂA(x):y.

=0

Since the class of recursive predicates is closed under bounded quantification, it
follows that A is recursive. O

Theorem 1.9.9. For A C N, the following are pairwise equivalent:
1. Ais X¢;
2. A = dom(v) for some partial recursive function ¢ : N P, N;
3. A =rng(¢y) for some partial recursive function ¢ : N F, N;
4. A=0or A=rng(f) for some total recursive function f: N — N;

5. A is finite or A = rng(f) for some one-to-one total recursive function
f:N—N
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Proof. The equivalence of 1 and 2 is a special case of Theorem 1.9.3, and the
fact that 3 implies 1 is proved similarly. It is easy to see that 5 implies 4 and 4
implies 3. To see that 1 implies 5, suppose that A C N is infinite and X9, say

r €A = JyR(z,y)

where R is primitive recursive. Put

B = {2”39

Then B is an infinite primitive recursive set, so by Lemma 1.9.8, 75 is a one-to-
one recursive function. Putting f(n) = (75(n))o, we see that f is a one-to-one
recursive function and A = rng(f). This completes the proof. O

z=0

R(z,y) A= \7 R(x,z)} .

Remark 1.9.10. A set A satisfying the conditions of Theorem 1.9.9 is some-
times called a recursively enumerable set.

Exercises 1.9.11.

1. Show that every nonempty recursively enumerable set is the range of a
primitive recursive function.

2. Find an infinite recursive set that is not the range of a one-to-one primitive
recursive function.

Definition 1.9.12. For each n € N, the class AY is defined to be the intersection
of the classes ¥2 and I19.

Theorem 1.9.13. A k-place predicate P C N* belongs to the class AY if and
only if P is recursive.

Proof. If P is recursive, it follows easily by Theorem 1.9.3 that P is AY. Con-
versely, if P is A?, then we have

P(z1,...,z) = JyRi(z1,...,2k,y) = VyRo(z1,...,zk,Y)
where R; and Ry are primitive recursive. Define a total recursive function f by
f(z1,...,xx) = least y such that Ry(z1,...,2k,y) V = Ra(Z1,..., Tk, Y).
Then we have

P(z1,...,xr) = Ri(z1,...,zk, f(@1,...,28)),

hence P is recursive. O
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Exercise 1.9.14. A function f : N¥* — N is said to be limit-recursive if there
exists a recursive function ¢ : N**' — N such that

f(xlv"'vxk) = h?IJng(xlavmk;y)

for all x1,..., 2 € N. Show that a predicate P is AY if and only if its charac-
teristic function x p is limit-recursive.

Solution. For simplicity, let  be an abbreviation for x1, ..., .
First assume that yp is limit-recursive, say

vpl@) = lim f(n,2)
for all z, where f(n,z) is a recursive function. Then we have
P(z) = ImVn(n >m = f(n,z)=1)

and
- P(z) = ImVYn(n>m= f(n,x) =0)

so Pis AY.
For the converse, assume that P is A9, say

P(z) = JyVzRi(z,y,2)

and
- P(z) = JyVzRo(x,y,2)

where R; and R are primitive recursive predicates. Using the bounded least
number operator, define g(n,z) = the least y < n such that either Vz <
nRi(x,y,z) or Vz < nRo(z,y,z) or both, if such a y exists, and g(n,z) =
n otherwise. Thus g(n,z) is a primitive recursive function, and it is easy
to see that, for all x, g(z) = lim, g(n,x) exists and is equal to the least y
such that Vz Ri(x,y,2) or Vz Ro(x,y,2z). Now define h(n,xz) = 1 if Vz <
n Ri(x,g9(n,x),z), and h(n,xz) = 0 otherwise. Thus h(n,x) is again a primi-
tive recursive function, and for all z, h(z) = lim,, h(n, x) exists. Moreover P(x)
implies h(z) = 1, and = P(x) implies h(z) = 0. Thus xp is limit-recursive. This
completes the proof.

Theorem 1.9.15 (Universal ¥ Predicate). For each n > 1 and k > 1, we
can find a predicate U = U, ; with the following properties:

1. U is a k+1-place predicate belonging to the class ¥; and

2. for any k-place predicate P belonging to the class X9 there exists an e € N
such that
P(zy,...,x) = Ule,x1,...,%k)
for all x1,...,xk.
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Proof. This is a straightforward consequence of the Enumeration Theorem. The
proof is by induction on n. For n =1 we have

Uirple,z,...,x5) = gogk)(xl, ..o, xk) | = Js(State(e, 1, ..., xk, 8))o =0
in view of Theorem 1.9.3. For n > 1 we have
Unile,zi,....x5) = Jy ~Up_1pyi(e, 1, ..., 25, y) -
This completes the proof. O

Lemma 1.9.16. Let A, B C N and assume that A is reducible to B. If B
belongs to X0 then so does A. If B belongs to 112, then so does A.

Proof. Suppose for example that B belongs to 3. Then we have
x € B if and only if 3Jy; Yy2 Jys R(x, y1,y2,y3)

is a primitive recursive predicate. If A is reducible to B via the recursive function
f, then we have

x€eA if and only if f(z)eB
if and only if  Jy; Vyo Jyz R(f(x), y1,¥2,¥3) -

Note that the predicate R(f(x),y1,y2,ys) is recursive, hence AY. Tt follows that
Jys R(f(z),y1,y2,y3) is £Y. Hence A is 2. O

Definition 1.9.17. Given n > 1, a set B C N is said to be complete Eg if
1. B belongs to the class 39; and
2. for any set A C N belonging to the class X0, A is reducible to B.
The notion of complete 11V set is defined similarly.

Theorem 1.9.18. For each n > 1 there exists a complete X% set. For each
n > 1 there exists a complete I19 set. For each n > 1, a complete X0 set is not
1Y and a complete I19 set is not X9.

Proof. By Theorem 1.9.15 let U(e,x) be a universal X9 predicate. Obviously
the set {2¢3% | U(e,x)} is X9 complete. To show that a XY complete set can
never be I19, it suffices by Lemma 1.9.16 to show that there exists a X0 set which
is not I1Y. A simple diagonal argument shows that the X0 set {z | U(z,z)} is
not I1%. This completes the proof of the X0 part of the theorem. The II% part
follows easily by taking complements. O

Corollary 1.9.19. For all n € N we have
A, €3, Ay CIn,  NJUIL C ALy,

and, except for n = 0, all of these inclusions are proper.
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Proof. Givenn > 1, let A be a complete X9 set. Then the complement B = N\ A
is complete T12. Clearly A belongs to %2 \ A% and B belongs to I12 \ A2.
Moreover it follows by Theorem 1.9.2 and Lemma 1.9.16 that the set

AeB = {2z|zeA}U{2z+1|x€ B}
belongs to AV, \ (X9 UIIY). O
Exercises 1.9.20.
1. Show that the sets

H = {z | p{(0) is defined}

and
K = {z | ¢V (z) is defined}

are complete X sets.

2. Show that the set
T = {z | ¢V is total}

is a complete I1J set.

Exercise 1.9.21. What reducibility and non-reducibility relations exist among
the following sets? Note that H, T, E, and S are index sets.

K ={zeN|¢{(2) I},

H={zeN|¢"(0) 1},

T={zeN| go;(cl) is total},

E={xeN| 30551) is the empty function},

S={reN| dom(gp&l)) is infinite}.
Prove your answers.

Hint: Using the Parametrization Theorem as in the proof of Theorem 1.7.11,
show that H and K are X{ complete, S and T are II complete, and E is I19
complete. These completeness facts, together with Lemma 1.9.16 and Theorem
1.9.18, determine the reducibility relations among H, K, S, T, and E.
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Chapter 2

Undecidability of
Arithmetic

We are going to show that arithmetic is undecidable. This means that there is
no algorithm to decide whether a given sentence in the language of arithmetic
is true or false.

2.1 Terms, Formulas, and Sentences

By arithmetic we mean the set of sentences which are true in the structure
(N, +,-,0,1,=). Here N = {0,1,2,...} is the set of non-negative integers, +
and - denote the 2-place operations of addition and multiplication on N, and =
denotes the 2-place relation of equality between elements of N. For the benefit
of the reader who has not previously studied mathematical logic, we shall now
review the concept of a sentence being true in a structure. Since we are only
interested in the particular structure (N, +,-,0,1,=), we shall concentrate on
that case.
It is first necessary to define a language appropriate for the structure

(N7 +7 Yy 0) 17 :)
Our language contains infinitely many variables xg, x1, ..., Ty, ...which are
usually denoted by letters such as x, y, z, .... Each of these variables is also a

term of our language. In addition the symbols 0 and 1 are terms. Other terms
are built up using the 2-place operation symbols + and -. Examples of terms
are

1+1+1, z+1, (x4+y) z+zx.

When writing terms, we may employ the usual abbreviations. For instance
1+1+1=3and -z -2 = 2% Thus a term is essentially a polynomial in
several variables with non-negative integer coefficients.
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An atomic formula is a formula of the form t; = t5 where t; and o are
terms. Examples of atomic formulas are

r+l=y, x=3>+1.

Formulas are built from atomic formulas by using the Boolean propositional
connectives A, V, = (and, or, not) and the quantifiers V, 3 (for all, there exists).
An example of a formula is

(z+z2+1=y) (2.1)

In this formula, x, ¥y and z are to be interpreted as variables ranging over the

set N. Similarly the expression Jz... is to be interpreted as “there exists a

non-negative integer z in N such that ....” Thus the formula (2.1) expresses

the assertion that = is less than y. From now on we shall write z < y as

an abbreviation for (2.1). This idea of introducing new relation symbols as

abbreviations for formulas allows us to expand our language indefinitely.
Another example of a formula is

r>1A-FyIzy>1Az>1ANe=y-2). (2.2)

This formula expresses the assertion that x is a prime number. Thus we might
choose to abbreviate (2.2) by some expression such as Prime(z) or “x is prime.”

In any particular formula, a free variable is a variable which is not acted on
by any quantifier in that formula. For example, the free variables of (2.1) are x
and y, while in (2.2) the only free variable is z. A sentence is a formula with
no free variables. Examples of sentences are

Vo (Jy (xr=2y)VIy(x=2y+1)) (2.3)

and
Vedy(z=y+1). (2.4)

When interpreting formulas or sentences in the structure (N, +,-,0,1,=),
please bear in mind that the quantifiers V and 3 range over the set of non-
negative integers, N. Thus Vax means “for all z in N,” and 32 means “for some
z in N” or “there exists  in N such that ....” With this understanding, we
know what it means for a sentence of our language to be true or false in the
structure (N, +,-,0,1,=). For example (2.3) is true (because every element of
N is either even or odd) and (2.4) is false (because not every element of N is the
successor of some other element of N).

Let F(z1,...,zk) be a formula whose free variables are x1,...,x,. Then for
any non-negative integers aq, . .., ar € N, we can form the sentence F'(aq, ..., ax)
which is obtained by substituting (“plugging in”) the constants aq,...,a; for
the free occurrences of the variables 1, ..., z;. For example, let F(x,y) be the
formula

Jz(2® +2z=1y)
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with free variables x and y. Then for any particular non-negative integers m
and n, F(m,n) is a sentence which expresses the assertion that m? is less than
or equal to n. For instance F'(5,40) is true and F(5, 20) is false.

This completes our review of the concept of a sentence being true or false in
the structure (N, +,-,0,1,=).

Exercise 2.1.1. Write a sentence expressing Goldbach’s Conjecture: Every
even number is the sum of two prime numbers.

2.2 Arithmetical Definability

We now present a key definition.
Definition 2.2.1 (Arithmetical Definability). A k-place partial function
ey [Y(x, ., 2k) ]
is said to be arithmetically definable if there exists a formula
F(z1,..., %k, Tpt1)
with free variables x1, ..., g, Tr41, such that for all mq,...,mg,n € N|
Y(my,...,my) ~n if and only if F(mq,...,mg,n) is true.

(Of course it doesn’t matter whether we use the variables x1,..., 2, Tx41 Or
some other set of k + 1 distinct variables.)

For example, the 1-place function Az [2x ] is arithmetically definable, by the
formula y = 2z. (Here we are using a formula with two free variables x and y.)
As another example, note that the 2-place functions Azy [ Quotient(y, )] and
Azy [Remainder(y, z)] (the quotient and remainder of y on division by z) are
arithmetically definable, by the formulas

JuFv(y=u-z+vAv<z Az=u)

and
JuIv(ly=u-z4+vAv<z Az=0)

respectively. (Here we are using formulas with free variables z, y, and z.)

Exercise 2.2.2. Show that the function
Azy [least common multiple of x and y |

is arithmetically definable.
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Remark 2.2.3. A more “mathematical” characterization of arithmetical de-
finability, not involving formulas, may be given as follows. Let us say that
a predicate P C NF is strongly Diophantine if there exists a polynomial with
integer coefficients, f(x1,...,2%) € Z[x1,..., 2], such that

P:{(al,...,ak> ENk|f(a1,...,ak)=O}.
For Q C N*t1 the projection of Q is given as
m(Q) = {(ar, ..., ax) € N* | {a1,. .., ak, ar11) € Q for some ajy1 € N}.

Then, the arithmetically definable predicates may be characterized as the small-
est class of number-theoretic predicates which contains all strongly Diophantine
predicates and is closed under union, complementation, and projection. Clearly
each arithmetically definable predicate is obtained by applying these operations
only a finite number of times.

Exercise 2.2.4. Show that the following number-theoretic predicates are arith-
metically definable, by exhibiting formulas which define them over the structure
(Nv +5 0; ]-7 :)

1. GCD(z,y) = =.

2. LCM(z,y) = z.

3. Quotient(z,y) = z.

4. Remainder(z,y) = z.

5. x is the largest prime number less than y.

6. z is the product of all the prime numbers less than y.

Remark 2.2.5. The principal result of this section, Theorem 2.2.21 below, is
that all recursive functions and predicates are arithmetically definable. From
this it will follow easily that there exists an arithmetically definable predicate
which is not recursive (Corollary 2.2.22 below). In addition, we shall character-
ize the class of arithmetically definable predicates in terms of the arithmetical
hierarchy (Theorem 2.2.23 below).

Lemma 2.2.6. The initial functions are arithmetically definable.

Proof. The constant zero function Az [0] is defined by the formula
r=x ANy=20.
The successor function Az [z + 1] is defined by the formula
y=x+1.
For 1 <4 < k, the projection function Axj ...z [x;] is defined by the formula
T1=T1 N ... NTp=x, NY=1u;.

This completes the proof. O
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Lemma 2.2.7. If the functions g1 (1, ..., 2%), .. ., gm(21, ..., 2k) and h(y1, ..., Ym)
are arithmetically definable, then so is the function

flzr,...;xx) = hlor(zr, -y xk)y ooy gm(T1, ., 28))
obtained by composition.

Proof. Let g1(z1,..., %K)y -+, gm(x1,...,2k), A(y1,...,Ym) be defined by the
formulas

Gl(x17-"axkay)7 vy Gm(xla---ym/wy)a H(yla"'7yﬂ17z)

respectively. Then f(x1,...,z) is defined by the formula

Fyr - ym (Gr(z1, o2k, y1) Ao o AGo (1, -y Ty Ym) AH (Y1, -2y Y,y 2))
which we may abbreviate as F'(z1,...,xk, z). This proves the lemma. O

A k-place predicate P(z1,...,xk) is said to be arithmetically definable if it
is definable over the structure (N, +,-,0,1,=) by a formula with & free variables
L1y vy Tk

Lemma 2.2.8. If the k+1-place predicate R(x1,...,2k,y) is arithmetically
definable, then so is the k-place partial function

Y(x1,...,xr) =~ least y such that R(x1,...,zx,y) holds.
Proof. Our Azq ...xg[t(x1,...,xk)] is arithmetically definable by the formula
R(z1,...,x5,y) A =73z (2 <y A R(zq,...,2%,2))
which we may abbreviate as F(x1,...,xk,y). This proves the lemma. O

It remains to prove:

Lemma 2.2.9. If the total k-place function g(yi,...,yx) and the total k+2-
place function h(z, z, y1,. .., yr) are arithmetically definable, then so is the total
k+1-place function

f(x7yla---7yk)

obtained by primitive recursion:

f(Ovylv"'vyk) = g(ylv"'vyk)v
f(x+17y17"'ayk) = h(xvf(xvylw"7yk)7y15"'7yk))'

In order to prove Lemma 2.2.9, we need some definitions and lemmas from
number theory. T'wo positive integers m and n are said to be relatively prime if
they have no common factor greater than 1. A set of positive integers is said to
be pairwise relatively prime if any two distinct integers in the set are relatively
prime.
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Lemma 2.2.10. Given a positive integer k, we can find infinitely many positive
integers a such that the k integers in the set

a+1,2a+1, ..., ka+1
are pairwise relatively prime.

Proof. Let a be any positive integer which is divisible by all of the prime numbers
which are less than k. We claim that a + 1, 2a + 1, ..., ka + 1 are pairwise
relatively prime. Suppose not. Let ¢ and j be such that 1 <7 < j < k and ia+1
and ja+1 are not relatively prime. Let p be a prime number which is a factor of
both ia+1 and ja+ 1. Then p cannot be a factor of m. Hence p is greater than
or equal to k. On the other hand p is a factor of (ja+ 1) — (ia+ 1) = (j — i)a.
Hence p is a factor of j —¢. But j — i is less than k, hence p is less than k, a
contradiction. O

Example 2.2.11. If kK = 5, the primes less than k are 2 and 3, so we can take
a to be any multiple of 6. Then the integers a + 1, 2a + 1, 3a + 1, 4a + 1,
5a + 1 will be pairwise relatively prime. Taking a = 6 we see that 7, 13, 19, 25,
31 are paiwise relatively prime. Taking a = 12 we see that 13, 25, 37, 49, 61
are pairwise relatively prime. And taking a = 600 we see that 601, 1201, 1801,
2401, 3001 are pairwise relatively prime.

Lemma 2.2.12 (Chinese Remainder Theorem). Let my,...,my be a set
of k distinct positive integers which are pairwise relatively prime. Then for any
given non-negative integers r; < m;, 1 < i < k, we can find a non-negative
integer r such that Remainder(r, m;) = r; for all i.

Proof. Let m be the product of mq,...,mg. For any non-negative integer r
less than m, define the remainder sequence of r to be the sequence (rq1,...,rg)
where r; = Remainder(r,m;). We claim that any two distinct non-negative
integers less than m have distinct remainder sequences. To see this, let r and
s be non-negative integers less than m. If r and s have the same remainder
sequence, then r — s is divisible by each of mq,...,my. Since my,...,m; are
pairwise relatively prime, it follows that r — s is divisible by m. Since r and
s are both less than m, we must have r = s. This proves the claim. Define a
possible remainder sequence to be any sequence (rq,...,r,) with 0 < r; < m;
for all 4. The number of possible remainder sequences is exactly m. From this
and the claim, we see that any possible remainder sequence must actually occur
as the remainder sequence associated with some 7 in the range 0 < r < m. The
lemma follows immediately. O

Example 2.2.13. Continuing the previous example, we see that for any non-
negative integers 1 < 7, ro < 13, r3 < 19, 74 < 25, r5 < 31, there must be a
non-negative integer r less than 7-13-19-25- 31 such that Remainder(r, 7) = rq,
..., Remainder(r,31) = r5. We may view the integer r as a “code” for the
sequence (r1,72,73,74,75). The “decoding” is accomplished by means of the
key integer 6, since r; = Remainder(r, 6i + 1).
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Definition 2.2.14. For any non-negative integers r, a, ¢, we define
B(r,a,i) = Remainder(r,a-(i+1)+1).

This 3-place function is known as Godel’s S-function. Note that the G-function
is arithmetically definable.

The significance of the g-function is that it can be used to encode an ar-
bitrary sequence of non-negative integers (ro,71,...,75) by means of two non-
negative integers r and a. We make this precise in the following lemma.

Lemma 2.2.15. Given a finite sequence of non-negative integers ro, 71, ..., 7k,
we can find a pair of non-negative integers r and a such that 8(r,a,0) = r,

B(r,a,1)=mr1, ..., B(rya, k) = 7.

Proof. By Lemma 2.2.10 (replacing k by k + 1), we can find a positive integer a
such that ro < a+1,7 <2a+1,...,r, < (k+1)-a+1, and furthermore a + 1,
2a+1,..., (k+1) -a+1 are pairwise relatively prime. Then by Lemma 2.2.12
we can find a non-negative integer r such that Remainder(r,a + 1) = 7o,
Remainder(r,2a + 1) = rq, ..., Remainder(r, (k + 1) - a + 1) = r. This proves
the lemma. O

Exercise 2.2.16. Find a pair of numbers r, a such that 3(r, a,0) = 11, 8(r,a,1) =
19, B(r,a,2) = 30, B(r,a,3) = 37, B(r,a,4) = 51.

Hint: First find an appropriate a by hand. Then write a small computer program
to find r by brute force.

We are now ready to prove Lemma 2.2.9.

Proof of Lemma 2.2.9. Let the total functions g(y1, . ..,yx) and h(z, z,y1,. .., Yk)
be defined by the formulas G(y1,...,yx, w) and H(x,z,y1,..., Yk, w) respec-
tively. We wish to write down a formula F'(x, y1, . . ., Yk, w) which would say that
there exists a finite sequence rg,r1, ..., r, such that G(y1, ..., yk, o) holds, and
H(i,7ri, Y1,y .- Yk,Tit1) holds for all ¢ < z, and finally r, = w. If we could do
this, then clearly F(z,y1,...,yr, w) would define the function f(z,y1,...,yx).
This would prove the lemma. The only difficulty is that our language is not
powerful enough to talk directly about finite sequences of variable length in
the required way. Our language allows us to say things like “there exists a
non-negative integer r such that ...,” but it does not allow us to directly say
things like “there exists a sequence of non-negative integers rg,71,...,7, (of
variable length, z) such that ....” The way to overcome this difficulty is to
use the B-function. Instead of saying “there exists a finite sequence rq, 71, ...,
rg,” we can say “there exists a pair of non-negative integers r and a which
encode the required sequence, via the [-function.” Namely, we write down a
formula F(x,y1,...,yk, w) which says, informally, there exist r and a such that
G(y1,---,Yk, B(r,a,0)) holds, and H(i,B(r,a,i),y1,- .., Yk B(r,a,i + 1)) holds
for all ¢ < x, and finally 3(r,a,x) = w. By Lemma 2.2.15 it is clear that this
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formula defines the function f(x,y1,...,yr). Formally, let B(r,a,i,w) be a for-
mula which defines the g-function. We may then take F'(z,y1,...,yk, w) to be
the formula

Ir3Ja(Fu (B(r,a,0,u) AG(Y1,...,yk,u)) A Blr,a,z, w) A
Vi(i>a V Juv(B(r,a,i,u) AB(r,a,i + 1,v) NH@Gu,y1,. .., Yk, v)) ) ) -
This completes the proof of Lemma 2.2.9. O

Example 2.2.17. The exponential function Azy [y® ] is arithmetically definable
by the formula

Ir3Ja (B(r,a,0,1) A B(r,a,z,w) A

Vi(i>aVIuv(B(rya,i,u) AB(r,a,i+1,v) Av=u-y)))
which we may abbreviate as Exp(z, y, w), meaning that y* = w.

Exercise 2.2.18. Consider the function f : N — N defined by

n/2 if n is even,
f(n) = o
3n+1 ifnisodd.
For each k € N let
fr=forof,
—_—
k
e,y f2(n) = n and f1(n) = £(f*(n)).

Write a formula F(z,y,2) in the language +,-,0,1, =, < which, when in-
terpreted over the natural number system N, defines the 3-place predicate
[ (y) = 2.

Exercise 2.2.19. Show that the function Az [the zth Fibonacci number] is
arithmetically definable.

Exercise 2.2.20. Which of the following number-theoretic predicates are arith-
metically definable? Prove your answers.

1. « is the sum of all the prime numbers less than y.
2. 29 =2z.
3.zl =y.
Theorem 2.2.21. Every partial recursive function is arithmetically definable.

Proof. Recall that the partial recursive functions have been characterized as the
smallest class of functions which includes the initial functions and is closed under
composition, primitive recursion, and the least-number operator. Lemma 2.2.6
says that the class of arithmetically definable functions includes the initial func-
tions. Lemmas 2.2.7, 2.2.8, and 2.2.9 say that the class of arithmetically de-
finable functions is closed under composition, the least-number operator, and
primitive recursion, respectively. It follows that the arithmetically definable
functions include the partial recursive functions. O
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Corollary 2.2.22. There exists a set K C N which is arithmetically definable
but not recursive.

Proof. Recall that
K ={zeN| M (x)is convergent}

is our basic example of a non-recursive set. By the Enumeration Theorem,
the 2-place partial function Axy[(pg,;l)(y)] is partial recursive. Hence, by Theo-

rem 2.2.21 )\xy[gog,;l)(y)] is arithmetically definable. Let F(z,y, z) be a formula
which defines this function. Then K is defined by the formula 32 F'(x, z, z). This
completes the proof. O

More generally, recall our discussion of the arithmetical hierarchy in Chap-
ter 1, Section 1.9. The next theorem characterizes arithmetically definability
(Definition 2.2.1) in terms of the arithmetical hierarchy (Definition 1.9.1).

Theorem 2.2.23. Let P be a k-place predicate, P C N*¥. The following are
equivalent:

1. P is arithmetically definable;

2. P belongs to the arithmetical hierarchy, i.e., P belongs to the class ¥ for
some n € N.

Proof. Theorem 2.2.21 implies that every predicate in the class X9 (= I19) is
arithmetically definable. From this it is straightforward to prove by induction
on n € N that every predicate in the class 3% UTI? is arithmetically definable.
For the converse, put

0= U= o= QYym.

neN neN

By Theorem 1.9.2, the class 3% is closed under Boolean connectives A, V, = and
universal and existential quantification V and 3. From this it follows that every
arithmetically definable predicate P belongs to the class X2 ; this is proved by
induction on the number of symbols in a defining formula for P. O

Exercise 2.2.24. Let A and B be subsets of N. Prove that if A is reducible to
B and B is arithmetically definable, then A is arithmetically definable.

Exercise 2.2.25. For each n > 1 let C,, be a set which is ¥.0 complete. Consider
the set B = {2"3% | x € C,,}. Prove that B is not arithmetically definable.

Remark 2.2.26 (Hilbert’s Tenth Problem). A refinement of Theorem
2.2.23 due to Matiyasevich 1967 is as follows. Let us say that P C N* is Dio-
phantine if P = 7'(Q) for some [ > 0 and some strongly Diophantine @ C NF+!.
Thus

P:{<a1,...,ak> ENk | 3<b1,...,bl> ENl(f(al,...,ak,bl,...,bl)=O)}
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where f(z1,...,2k,¥1,-..,y) is a polynomial with integer coefficients. Matiya-
sevich’s Theorem states that P is Diophantine if and only if P is Y.

A corollary of Matiyasevich’s Theorem is that, for example, the sets K and H
are Diophantine. Thus, we can find a polynomial f(z,1,...,2;) with integer
coefficients, such that the set of a € N for which f(a,z1,...,2;) = 0 has a
solution in N is nonrecursive. Here it is known that one can take [ = 9, but
[ = 8 is an open question.

Hilbert’s Tenth Problem, as stated in Hilbert’s famous 1900 problem list,
reads as follows:

To find an algorithm which allows us, given a polynomial equation in
several variables with integer coefficients, to decide in a finite number
of steps whether or not the equation has a solution in integers.

From Matiyasevich’s Theorem plus the unsolvability of the Halting Problem, it
follows that there is no such algorithm. In other words, Hilbert’s Tenth Problem
is unsolvable.

A full exposition of Hilbert’s Tenth Problem and the proof of Matiyasevich’s
Theorem is in my lecture notes for Math 574, Spring 2005, at

http://www.math.psu.edu/simpson/notes/.

Exercise 2.2.27. Recall that N = {0,1,2,...} = the natural numbers, while
Z=+A...,-2,-1,0,1,2,...} = the integers. In our formulation of Matiyase-
vich’s Theorem, we have spoken of solutions in N. What happens if we replace
“solution in N” by “solution in Z”7?

Hint: Use the following well-known theorem of Lagrange: For each n € N there
exist a,b, c,d € N such that n = a? + b? + ¢ + d2.

2.3 Godel Numbers of Formulas

For each formula F' in the language of arithmetic, we shall define a unique
positive integer #(F"), which will be called the Gédel number of F. The number
#(F) will serve as a “code” for the formula F'.

Before assigning Godel numbers to formulas, we shall first assign Godel
numbers to terms. We define

) = 1
) = 3
#(x;)) = 32.5
) = 3% g#(t1) . 7#(t2)
) = 3%.5#(t) . 7#t)

For example, the Godel number of the term 1 4+ xg is

#(1+z0)=3%-5.7°

o7



since #(1) = 3 and #(zo) = 9.
We now define the Gddel numbers of formulas:

#(ty =ty) = 2.5#t) . 7#(t2)
#(FANG) = 2-3.5#F) . 7#(C)
#FVG) = 2-32.5#F) . 7#(G)
#(-F) = 2.3%.5#0)
#(Vx; F) = 2-3%.50.7#F)
#(3x;F) = 2-3°.50. 7#F)

For example, the Gédel number of the formula 3z1(z1 = 1) is
#(3Fxi(z1 =1)) = 2.35.5.725°7

since #(z1) = 45, #(1) = 3, and #(x; = 1) = 2- 5% . 73,
If 7 is any collection of formulas, we denote by #(F) the collection of all
Godel numbers of formulas in F. Let

Fml = #(all formulas),

Snt = #(all sentences),

and
TrueSnt = #(all true sentences) .

Note that Fml, Snt, and TrueSnt are subsets of N.
Theorem 2.3.1. The sets Fml and Snt are primitive recursive.
Proof. The proof is straightforward and we omit it. O

We are going to prove that the set TrueSnt is nonrecursive. In other words,
the problem of deciding whether a given sentence of the language of arithmetic
is true or false is unsolvable. This result may be paraphrased as “arithmetical
truth is undecidable,” or simply, “arithmetic is undecidable.”

Theorem 2.3.2. Every arithmetically definable set A C N is reducible to
TrueSnt.

Proof. Given an arithmetically definable set A, let F'(x1) be a formula with one
free variable x which defines A, i.e.,

A = {meN|F(m)is true}.

Define
fm) = #@Bzi(x1 =mAF(x1))).
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Thus for all m € N we have that m € A if and only if f(m) € TrueSnt. We
claim that the function f : N — N is primitive recursive. This is clear since

.3.5#(@1=m) 7#(F(x1))
f(m):2'33.7235 1 7 1

where
#(xl = m) =92. 545 . 7#(m) ,

d =#(1+...+1 be defined primiti ively b
and #(m) = #(1+ ...+ 1) can be defined primitive recursively by

#0) = 1,
#m+1) = 33.5#0m) .73,
Thus A is reducible to TrueSnt via f. This proves the theorem. O

Theorem 2.3.3. TrueSnt is not recursive.

Proof. By Corollary 2.2.22 we have an arithmetically definable set K which is
not recursive. By the previous theorem K is reducible to TrueSnt. Hence by
Lemma 1.7.8 TrueSnt is not recursive. o

More generally we have the following theorem, which may be paraphrased
as “arithmetical truth is not arithmetically definable.”

Theorem 2.3.4 (Tarski). TrueSnt is not arithmetically definable.

Proof. Suppose that TrueSnt were arithmetically definable. Then by Theo-
rem 2.2.23 we would have that TrueSnt belongs to the class X0 for some n.
By Theorem 1.9.18, let C' be a complete Z%H set. By Theorem 2.2.23 C' is
arithmetically definable. Hence by Theorem 2.3.2 C is reducible to TrueSnt.
Hence by Lemma 1.9.16 C' belongs to the class X0. This contradicts that fact
(Theorem 1.9.18) that a complete E?L_H set can never belong to the class 2.
This completes the proof. O

Exercise 2.3.5. Prove that the set Fml of all Gédel numbers of formulas is
primitive recursive.

Exercise 2.3.6. Prove that the set Snt of all Gédel numbers of sentences is
primitive recursive.
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Chapter 3

The Real Number System

In Chapter 2 we have shown that TrueSnty is nonrecursive, i.e., the theory of
the natural number system is undecidable. In this Chapter we shall show that,
by contrast, TrueSntg is recursive, i.e., the theory of the real number system is
decidable.

3.1 Quantifier Elimination
Let Lor be the language of ordered rings, i.e.,
£OR = (+a T 07 1) < :)

where + and - are 2-ary operation symbols, — is a l-ary operation symbol, <
and = are 2-place predicate symbols, and 0 and 1 are constant symbols. We
consider the Lo pg-structure

R = (R, +r, =R, 'R, Or, 1R, <, =R) ,

i.e., the real number system, the ordered field of real numbers. Formulas of Lor
are interpreted with reference to R, i.e., 3z ... means “there exists x € R such
that ...,” etc.

Two Log-formulas F' and G are said to be equivalent if they have the same
free variables x1,. ..,z and define the same k-place predicate P C R¥. An
equivalent condition is that the sentence

VZ‘l ka (F($17---;$k) =4 G(x17---7xk))

is true in R.
We are going to prove the following theorem, due originally to Tarski:

Theorem 3.1.1 (Quantifier Elimination). For any Log-formula F', we can
find an equivalent quantifier free Lo gr-formula F™*.
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Example 3.1.2. The formula
3z (az? + bx + ¢ = 0)
is equivalent to the quantifier free formula
(a=0Ab=0Ac=0)V(a=0Ab#0)V (a#0Ab*—4ac>0).

Exercise 3.1.3. Find quantifier-free formulas in the language +, —,-,0,1, <, =
which are equivalent, over the real number system R, to:

1. 3z (az? + bx + ¢ > 0).
2. 3z (ax3 + bz? + cx +d > 0).
3. 3z (ax* 4 ba® + ca? + dx + e > 0).
Exercise 3.1.4. Does there exist a constant ¢ such that the following holds?

Given a formula F(z) in the language +,-,0, 1, = with exactly one
free variable x, we can find a formula F*(z) in the same language
which is equivalent to F'(z) over the natural number system N, and
which contains at most ¢ quantifiers.

Prove your answer.

Remark 3.1.5. The only properties of R that will be used in the proof of
Theorem 3.1.1 are: (1) R is a commutative ordered field; and (2) R has the
intermediate value property for polynomials, i.e.,

(z<y A plx)y<0<ply)) = Fz(z<z<yApz)=0)

for any polynomial p(z) € R[z]. An ordered field with these properties is called
a real closed ordered field. This is related to Hilbert’s 17th Problem.

Remark 3.1.6. The proof of Theorem 3.1.1 which we shall present below is
due to P. J. Cohen. In order to present the proof, we shall define and study a
class of functions called the effective functions. This notion of effectivity has no
importance beyond the proof of Theorem 3.1.1. See also Corollary 3.1.21 below.

Definition 3.1.7. A predicate A on the reals, i.e., A C R¥, is said to be ef-
fective if it is definable over R by a quantifier free formula. That is, A is a
Boolean combination of sets in R* which are defined by equations and inequa-
tions p(x1,...,x2x) =0, p(x1,...,zK) > 0, where p € Z[z1, ..., xE].

Remark 3.1.8. If we allow parameters from R, we get semi-algebraic sets.
Thus “effective = semi-algebraic with parameters from Z”.

Definition 3.1.9. A function f: D — R, D C R is said to be effective if
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1. D is effective, and
2. for every effective predicate A(x1,...,Tk, ¥y, 21,. .., 2n), the predicate
B(x1,.. &gy 21,y 2n) = A1, .., T, f(21, .0, Tk)y 21, -+ -y 20)
is effective.

Example 3.1.10. It can be shown that the function /z is effective. This is
because, first, the domain of 1/z is the effective set {x € R | z > 0}, and second,
for instance, /zr > 3=z > 9.

In order to prove Theorem 3.1.1, we shall build up a library of effective
functions. We shall use notations such as T and y to abbreviate sequences of
variables such as x1,...,xr and y1,..., Ym.

Lemma 3.1.11. The functions z + y, « -y, —z and x/y are effective.

Proof. For +vy, -y and —x there is nothing to prove. For z/y, note first that
the domain is {(z,y) | y # 0} which is obviously effective. It remains to show
that if A(z,...) is an effective predicate then so is A(x/y,...). The latter is a
Boolean combination of predicates of the form

x " x
an | — +...+a1|—)+a >0
Yy Yy

and this is equivalent to the atomic formula
nx™ + an_12" ty+ . Farzy® P+ ay™ > 0,
assuming as we may that n is even. O
Corollary 3.1.12. Any rational function
flz,. ... zk) € Qz,...,zk)
is effective.
Lemma 3.1.13. The composition of effective functions is effective.

Proof. Consider for instance f(g(z)) where f and g are effective 1-place func-
tions. If D(y) is a quantifier-free formula defining the dom(f), then D(g(x))
defines the dom(fg), which is therefore effective. If A(y,Z) is any effective pred-
icate, then clearly A(f(y),Zz) is effective, hence A(f(g(x)),Z) is effective. O

Lemma 3.1.14. The function

1 ifx>0
sgn(z) = 0 ifz=0
-1 ifxz<O.

is effective.
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Proof. Let A(y,Z) be an effective predicate. Then A(sgn(x),z) is equivalent to
equivalent to

(x>0AN A(1,2)) V(x=0A A(0,Z)) V (r <0 A A(—1,7))
which is again effective. This proves the lemma. O
More generally we have:

Lemma 3.1.15. If a function f(Z) takes only finitely many values, all integers,
then f(Z) is effective if and only if for each j € Z, the predicate f(Z) = j is
effective.

Proof. If: Let j1,...,j, be the finitely many values. For any effective predicate
A(y, z), the predicate A(f(T),Z) is equivalent to

(f@) =1 NA(G1,Z) V-V (f(T) = Jn A A(jn, Z))
and is therefore effective.

Only if: Trivial. O

Lemma 3.1.16 (Definition by Cases). If two functions f1(Z) and f2(Z) and
a predicate A(T) are effective, then the function

_ | A®@) i A®@),
! ("”){ BE) - AE)
is effective.

Proof. We must show that, for each effective predicate B(y,Zz), the predicate
C(Z,z) = B(f(T),z) is effective. This is so because C(T,Zz) is equivalent to

(A(@) A B(f1(7),2)) V (- A(T) A B(f2(T), Z)) -

Since f1(Z) and fo(T) and B(y,z) are effective, B(f1(Z),Zz) and B(f2(T),z) are
effective. Since A(T) is effective, it follows that C(z,Z) is effective. This proves
the lemma. O

The extension of the previous lemma to more than two cases is obvious.

Lemma 3.1.17. A function f(T) is effective if and only if for every positive
integer d > 1 and every polynomial ¢(y) € Rly] of degree d, sgn(q(f(Z))) is an
effective function of T and the d + 1 coefficients of ¢(y).

Proof. Only if: Trivial, since for instance

sgn(q(f(@) =1 = q(f(®) >0 = A(f(=),

where A(y) is the predicate ¢(y) > 0.
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If: We must show that if A(y,Z) is effective then A(f(T),Z) is effective. Note
that A(y,Z) can be viewed as a Boolean combination of atomic predicates of the
form p(y,z) > 0, for various polynomials p(y, Z) with coefficients in Z. It suffices
to show that the predicates p(f(Z),z) > 0 are effective. In order to show this,
write p(y,z) = q(y) € Z[Z][y] i-e., q(y) is a polynomial in y whose coefficients
are polynomials in Z with integer coefficients. Then

p(f(@),2)>0 = sgn(e(f(@))) =1.

By assumption sgn(q(f(Z))) is an effective function of T and the cofficients of
q; hence by composition sgn(q(f(x))) is an effective function of T and Z. O

The next lemma says that the real roots of a polynomial are effective func-
tions of the coefficients. For example, the quadratic formula

—b+ Vb% — dac
2a

shows that the roots of ax? + bx + c are effective functions of a, b and c.

Lemma 3.1.18 (Main Lemma). Let p(z) = apz™ + -+ + a1z + ap € R[z].
Write @ = ag, ..., a,. There are n + 1 effective functions & (a), ..., &,(a), and
k = k(@) such that

&i(@) <--- <&@

are all of the real roots of p(x).

Proof. By induction on n. Let
p(r) = nax" 4+ 200 +ay

be the derivative of p(x). This is of degree < n—1. By inductive hypothesis, the
roots of p/(z) are among t; < -+ < t,,, m = n — 1, where the ¢;’s are effective
function of @. Note that p(z) is monotone on each of the open intervals

(_Oovtl)v (tlth)a S (tm—latm)a (f,m,—l—OO)

So, in each of these intervals, there is at most one root of p(z). In addition the
t;’s could be roots of p(x). Thus the number of roots is determined by sgn(p(¢;)),
1<i<n-—1andsgn(p(t; —1)) and sgn(p’(t, + 1)). We can therefore use
definition by cases to obtain k(@) as an effective function of @.

It remains to show that the roots themselves are effective functions of @.
Consider for example a root £ = £(a) in the interval (t1,%2) where p(t1) > 0 and
p(t2) < 0. By the previous lemma, it suffices to show that, for each d > 1 and
polynomial ¢(z) of degree d, sgn(q(&)) is effective (as a function of @ and the
coefficients of q).

Replacing g(z) by its remainder on division by p(z), we may assume deg(g(x))
n. [Details: Long division gives ¢(x) = p(x) - f(x) + r(z), where deg(r(z)) <n
and the coefficients of r(x) are effective functions of the coefficients of p(z) and
q(z). We can replace ¢(x) by r(z).]
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By induction hypothesis, the roots of g(x) can be found effectively. Let the
roots of g(z) be among u; < --- < up,. Then the sign of ¢(z) on the m + 1
intervals

(—oo,u1), (ur,u2), vy (Umn—1,Um) s (Um, +00)

is given by m + 1 effective functions

sgn(q(u1—1)), sgn <q (ul ;M)) ;... Sg0 <q (w» , sgn(q(um=+1)).

Moreover the position of £ relative to the u;’s is determined by the positions of ¢;
and ¢ relative to the u;’s and by the sgn(p(u;))’s. Thus we can use definition by
cases to obtain sgn(g(€)) as an effective function. In view of the previous lemma
characterizing effective functions, this shows that ¢ is an effective function. The

proof of the Main Lemma is now complete. O
Lemma 3.1.19. If A(z1,22,...,2zx) is an effective predicate, then the predicate
B(za,...,xx) = Fx1 A(x1,22,...,28)

is effective.

Proof. The predicate A(z1,x2,. .., %) may be viewed as a Boolean combination
of polynomial inequalities of the form p;(z1) > 0, 1 < i < [, where the coeffi-
cients of the p;(x)’s are polynomials in zo, ...,z with integer coefficients. By
the Main Lemma, the roots of the p;(x)’s are effective function of s, ..., zx. Let
&1, ..., &m be all of these roots. Hence the p;(x)’s change sign only at &1, ..., &n.
It follows that

Jxq A(x1, 22, ..., Tk)

is equivalent to a finite disjunction

A(m, 2, cyxk) Voo VA, T2, . Xg)

where n1, ..., 7, is a list of all the &’s and (& + &;)/2’s and & + 1’s. Since the
n;’s are effective functions of xs, ..., xg, it follows that the above disjunction is
an effective predicate of xs, ..., zx. This proves the lemma. O

Theorem 3.1.20. Any predicate A C R* which is definable over R is effective.

Proof. A C R” is defined over R by a formula F(z1,...,z;) of Lor. Therefore,
it suffices to show that any formula F' of Lo is equivalent over R to a quantifier
free formula F*. We shall prove this by induction on the number of symbols in
F.

If F is quantifier free, we may take F* = F.

If F = -@, then we may take F* = - G*.

If F =G A H, then we may take I'™* = G* A H*.

If F =3zG, let F(y) = 3z G(x,7y), where 7 is a list of the free variables
of F. By the inductive hypothesis, G(z,7) is equivalent to a quantifier-free
formula G*(x,7). Then G*(z,7) defines an effective predicate B(z,7). By the
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previous lemma, the predicate A(y) = 3z B(x,7) is effective, i.e., is defined by
a quantifier free formula F*(g). Clearly F' is equivalent to F*. This completes
the proof. O

Corollary 3.1.21. For a predicate A C R* the following three conditions are
equivalent:

1. A is effective.

2. A is definable over R.

3. A is definable over R by a quantifier free formula.
Similarly for functions f: D — R, D C R*.

Proof. For predicates this follows immediately from Theorem 3.1.20. Consider
now a function f. Note first that if f is effective then the predicate y = f(T) is
effective, i.e., definable by a quantifier free formula. Conversely, suppose that f
is definable. Then for any effective predicate A(y,Z), the predicate A(f(T),z) is
equivalent to the definable predicate Jy (y = f(Z) A A(y, Z)), which is therefore
effective in view of what has already been proved. Thus f is effective. O

Theorem 3.1.22 (Quantifier Elimination). If a predicate A C R is defin-
able over R, then it is definable over R by a quantifier free formula.

Proof. This is merely a restatement of the previous corollary. O

Proof of Theorem 3.1.1. Theorem 3.1.1 is a restatement of the previous theo-
rem. o

3.2 Decidability of the Real Number System

Theorem 3.2.1. Given a formula F' of Lpg, there is an algorithm to find an
equivalent quantifier free formula F™.

Proof. The algorithm can be obtained by tracing back through the proof of
Theorem 3.1.22. O

Theorem 3.2.2. Given a sentence S of Lo, there is an algorithm to determine
whether or not R satisfies S, i.e., whether S is true in the real number system.

Proof. Given a sentence S, a special case of the previous theorem is that we can
algorithmically compute S*, an equivalent quantifier free sentence. But then S*
is a Boolean combination of atomic sentences of the form ¢; = t5 and ¢ < t»
where t; and t5 are variable-free terms, for example 1+(0+1) < (141)-—(140),
and the truth value of such sentences is easily computed. This completes the
proof. O
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Corollary 3.2.3. The set
TrueSntg = {#(5) | S is a sentence A S is true in R}
is recursive.

Proof. This follows from the previous Theorem plus Church’s Thesis. Alterna-
tively, we can convert the proof of Theorem 3.1.1 into a rigorous proof that the
function taking #(F') to #(F™*) is primitive recursive. O

Exercise 3.2.4. Recall that N = {0,1,2,...} = the natural numbers, Z =
{-..,=2,-1,0,1,2,...} = the integers, and R = (—00, 00) = the real numbers.

Show that TrueSnty and TrueSnty are not recursive. (This is in contrast to
the fact that TrueSntg is recursive.)

Theorem 3.2.5. The theory of the ordered ring of real numbers is decidable.
Proof. This is a restatement of the previous corollary. O
Corollary 3.2.6. Plane and solid geometry are decidable.

Proof. By the methods of Cartesian analytic geometry, the theory of points,
lines and circles in the plane is interpretable into the theory of the real numbers.
For example, a point is an ordered pair (x,y) where z and y are real numbers.
A line is an ordered quadruple (a,b,u,v) where (u,v) # (0,0). A point (x,y)
lies on a line (a,b, u,v) if and only if

Jt(x=a+turhy=>b+tv).

Two lines are considered identical if and only if they contain the same points.

A circle is an ordered triple (a,b,r) where r > 0. A point (z,y) lies on a circle

(a,b,r) if and only if (z — a)? + (y — b)? = r2. A triangle consists of three
non-collinear points, the vertices of the triangle. Etc., etc.

Similarly for the theory of points, lines, planes, circles, and spheres in space.

O

Exercise 3.2.7. Write sentences of the language +, —, -, 0, 1, <, = which, when
interpreted over the real number system, express the following statements of
Euclidean plane geometry.

1. For every two points, there is a unique line passing through them.

2. For every three non-collinear points, there is a unique circle passing through
them.

3. For every line L and circle C, the intersection of L and C consists of at
most two points.

4. Given a line L and a point P, among all points on L there is exactly one
which is at minimum distance from P.

67



5. For every circle C' and point P lying on C, there exists one and only one
line L such that LN C = P. (Le., a tangent line.)

6. Every line segment has a unique midpoint.
7. Every angle can be uniquely bisected.

Exercise 3.2.8. Explain in detail how you would translate the following state-
ments of Euclidean plane geometry into sentences of the language +, —,-,0,1, <
,= over the real number system.

1. The three angle bisectors of any triangle meet in a single point.
2. Every angle can be uniquely trisected.

Exercise 3.2.9. Recall that N = {0,1,2,...} = the natural numbers, Z =
{-..,=2,-1,0,1,2,...} = the integers, and R = (—00, 00) = the real numbers.
According to Matiyasevich’s Theorem, we can find a polynomial

f(w,xl,...,mk)

with integer coefficients, such that the set of a € N for which the equation
fla,z1,...,2x) = 0 has a solution in N is noncomputable.

1. Discuss the analogous question in which “solution in N” is replaced by
“solution in Z”.

2. Discuss analogous questions in which “solution in N” is replaced by “so-
lution in R”.
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Chapter 4

Informal Set Theory

The purpose of this chapter is to develop set theory in an informal, preaxiomatic
way. A good reference for this material is Naive Set Theory by P. R. Halmos.

4.1 Operations on Sets

Informally, a set is any collection of objects which may be regarded as a com-
pleted totality. We use capital letters X, Y, ... to denote sets. If a is any
object and X is any set, we write a € X to mean that a belongs to X, and
a ¢ X to mean that a does not belong to X. Synonyms for “belongs to” are “is
an element of”, “is a member of”, and “is contained in”.

Since a set is nothing but a collection of elements, the set itself having no
further structure, it follows that two sets are equal if and only if they contain

exactly the same elements. Symbolically,
X=Y & Va(eeX&acY).

This is known as the principle of extensionality. It can be taken as a definition
of equality between sets.

If P(a) is any definite property that an object a may or may not have,
we use the notation {a | P(a)} to denote the set of all objects a which have
property P, if such a set exists. (If such a set exists, it will be unique in view
of extensionality.)

In order to be a set, a collection of objects must be limited in size and
definite. These requirements are rather vague, but we shall try to give some
explanation of what they entail. Definiteness means that any object a either
belongs or does not belong to the collection, i.e., there is no third possibility.
Limitedness means that the collection is in some sense not too large. The need
for some limitation-of-size requirement will be shown below in connection with
the Russell paradox.

One of the most basic concepts in set theory is that of one set being included
in another. We say that Y is a subset of X, symbolically Y C X if every element
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of Y is an element of X, i.e.,
Va(aeY =a€X).

If P(a) is any definite property as above, and if X is any set, we can form
a subset Y = {a € X | P(a)}, consisting of all elements a of X which have
property P. Thus
Va(a €Y & (a € X A P(a))).

Note that any set X is itself a mathematical object and as such can be an
element of another set. Indeed, given a set X, we can form a set

P(X) = {Y|Y C X},

called the power set of X, whose elements are all possible subsets of X.

We now prove a theorem which implies that not all definite collections of
mathematical objects are sets. This means that some limitation-of-size principle
is needed.

Theorem 4.1.1 (Russell Paradox). The collection of all sets is not itself a
set.

Proof. Suppose to the contrary that there were a set S consisting of all sets.
Form the subset D consisting of all sets which are not members of themselves.
Symbolically,

D={XeS|X¢X}.

Then D € D if and only if D ¢ D, a contradiction. This completes the proof. O

The Russell Paradox shows that we cannot form sets with complete freedom.
Nevertheless, a wide variety of sets can be formed. Some examples of sets are ()
(the empty set, i.e., the unique set which has no elements), {0} (the one-element
set whose unique element is the empty set), {0, {0}}, etc. For any objects a,
b, and ¢, we can form the set {a,b,c} whose elements are exactly a, b, and c.
The cardinality of this set will be one, two or three depending on which of a,
b, and c¢ are equal to each other. Some examples of infinite sets are N (the
set of natural numbers), R (the set of real numbers), P(N), P(R), P(P(R)),
etc. Another source of examples is subsets defined by properties, for example
{n € N| nis prime} and {X C R | X is countably infinite}. Further sets can
be obtained using the set operations discussed below.

Given two objects a and b, there is an object (a,b) called the ordered pair of
a and b. The ordered pair operation is assumed to have the following property:

(a,b) = (d',V)) & (a=d Ab=1).

Given two sets X and Y, the Cartesian product X x Y is the set of all ordered
pairs (a,b) such that a € X and b € Y.

For any set X, a function with domain X is a rule f associating to each
object a € X a definite, unique object f(a). In this case we write dom(f) = X
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and rmg(f) = {f(a) | @ € X}. The latter is again a set, called the range of F'.
If f is a function and Z is a set, there is a unique function f[Z, the restriction
of f to Z, whose domain is dom(f) N Z and such that (f[Z)(a) = f(a) for all
a in its domain.

We write f : X — Y to mean that f is a function, dom(f) = X, and
rmg(f) C Y. The set of all such functions is denoted Y X.

Summarizing some of the above points, we have the following binary opera-
tions on sets:

XUY = {a|laeXVacY} (union) ,
XnY = {a|laeXAha€eY} (intersection) ,
X\Y = {a|laeXANag¢Y} (difference) ,
XxY = {(a,b)|]aecXAbeY} (product) ,
XY = {f|f: Y -X} (exponential) .

By an indezed collection with index set I, we mean simply a function f
whose domain is /. In discussing indexed collections, we use notation such as
f = {(ai)ier where a; = f(i). For example, an ordered n-tuple (a1,...,ay) is
a function whose domain is {1,...,n}, and a sequence {a,)nen is a function
whose domain is N.

Given an indexed collection of sets (X;);er, the following operations are
defined.

Uier Xi = {al|Fiel(acX;)} (union) ,
Nic; Xi = {a|Viel(ac X;)} (intersection) ,
[Lic; Xi = {{ai)ier |VieI(a; € Xi)} (product) .

If in the latter operation we take all of the sets X; to be the same set X, we get
the Cartesian power

[Lie;, X = X !
which is the same as the previously mentioned exponential.

The Aziom of Choice is the assertion that, for any indexed collection of sets
(Xi)ier, if Vi € I(X; # 0) then [[,c; X; # 0. This implies that it is possible
to choose one element a; € X; for each ¢ € I. In the early years of set theory,
there was some controversy about the Axiom of Choice. Nowadays the Axiom of

Choice is accepted as being intuitively obvious, but we shall follow the custom
of indicating which proofs use it.

4.2 Cardinal Numbers

A function f is said to be one-to-one if for all a, a’ € dom(f), a # o' implies
f(a) # f(a’). Note that in this case there is an inverse function f~! with
dom(f~1) = rng(f) and rng(f~!) = dom(f), defined by

i) =a & fla)=b.
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Definition 4.2.1. If X and Y are sets, we say X is equinumerous with Y,
written X = Y, if there exists a one-to-one correspondence between X and Y,
i.e., a one-to-one function f with dom(f) = X and rng(f) =Y.

Lemma 4.2.2.
1. X = X.
2. X =Y ifandonlyif Y = X.
3. X=Y andY = Z imply X =~ Z.
Proof. Straightforward. O

Because of the preceding lemma, we can associate to any set X an object
card(X), the cardinality or cardinal number of X, in such a way that

X=~Y <& card(X)=-card(Y).

If X is finite, we take card(X) to be the number of elements in X. For infinite
sets X, it is not important at this stage what sort of object the cardinal number
card(X) is, so long as the above property holds. We use Greek letters k, A, p,
v, ... to denote cardinal numbers.

Definition 4.2.3. We write X <Y to mean that X ~ X; for some X; CY.
Lemma 4.2.4.

1. X~ X andY =Y’ then X XY if and only if X' Y.

2. X xX.

3. XxYandY <7 imply X < Z.

4. XY andY < X imply X =Y.

5. For all sets X and Y, either X Y or Y x X.

Proof. Parts 1, 2, and 3 are straightforward. Parts 4 and 5 will be proved
later, as consequences of the Well-Ordering Theorem. Part 4 is known as the
Cantor-Schroeder-Bernstein Theorem. O

We can now make the following definition for cardinal numbers: £ < )\ if and
only if X <Y where x = card(X) and A\ = card(Y"). This does not depend on
the choice of X and Y, as noted in part 1 of Lemma 4.2.4. The rest of Lemma
4.2.4 implies that < is a linear ordering of the cardinal numbers, i.e., we have:

1. kK <&k.
2. (K<ANALZ p)= k< .

3. (Kk<AANALSK)=K=A.
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4. VEVA (kK <AV A <K).

Definition 4.2.5 (Cardinal Arithmetic). For cardinal numbers k = card(X)
and A = card(Y), we define

1. k+ A=card(X UY).
2. k- A=card(X xY).
3. kM = card(XY).
(In the definition of x 4 A, it is assumed that X NY = 0.)
For example, 2% = card(P(X)) where x = card(X).
Theorem 4.2.6. For cardinal numbers «, A, and p, we have
1. k+ A= +k.
2. (k+A)+p=r+A+pn).
K-A= A K.
(K-A) - p=r-(A-p).
k-A+p)=k-A+k-p.
AN = gL gl

AN = (kM-

© N e o s W

K+0=rKk-0=0,Kk-1=k.

Proof. Straightforward. O
Later we shall prove that, for infinite cardinal numbers s and X,

K+A = kK-A = max(k,\).

Theorem 4.2.7 (Cantor’s Theorem). For any cardinal number x, we have
2" > k. In other words, for any set X, we have X < P(X) and P(X) £ X.

Proof. We have X < P(X) via the one-to-one function f : X — P(X) where
f(a) = {a}. Suppose now that P(X) < X holds. Let g : P(X) — X be
one-to-one. Put

D={acX|acmg(g)had¢ g (a)}.

Then g(D) € D if and only if g(D) ¢ D, a contradiction. O
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Exercise 4.2.8. Define Ry = card(N). Without using the Cantor-Schroeder-
Bernstein Theorem, prove that

Ry = card(Z) = card(Q)

and
2% = card(R) = card(C) = card([0, 1]) = card([0,1] x [0, 1]).

Definition 4.2.9. If (k;);cs is an indexed set of cardinal numbers, we define
L > er ki = card(U; ¢ Xi)
2. [[;c; ki = card(J ;o X4)

where k; = card(X;). In the definition of >
for all i, j € I with ¢ # j.

se1 i, it is assumed that X;NX; = ()

Exercise 4.2.10 (Ko6nig’s Theorem). Suppose that (k;)ier and (A;)icr are
indexed sets of cardinal numbers with the same index set I. Show that if k; < \;

for all ¢ € I, then
jg:lii < I]:Ai.

el i€l

Remark 4.2.11. Cantor’s Theorem may be viewed as the special case of
Konig’s Theorem with k; = 1 and A; = 2. The Axiom of Choice may be
viewed as the special case of Konig’s Theorem with x; = 0 and \; > 0.

4.3 Well-Orderings and Ordinal Numbers

Definition 4.3.1. Given a set A, a relation on A is aset R C Ax A. A
relational structure is an ordered pair (A, R) where A is a set and R C A x A.
We sometimes write aRa’ instead of (a,a’) € R.

Definition 4.3.2. Given two relational structures (4, R) and (B, S), an isomor-
phism from (4, R) to (B, S) is a one-to-one function f such that dom(f) = A,
rng(f) = B, and

aRd &  f(a)Sf(d)

for all a,a’ € A. We say that (A, R) is isomorphic to (B,S), symbolically
(A, R) 2 (B, S), if there exists an isomorphism from (4, R) to (B, S).

Lemma 4.3.3.

1. (A,R) = (A,R).

2. (A,R) = (B,S) if and only if (B, S) = (A, R).
3. (A,R) = (B,S) and (B, S) = (C,T) imply (A, R) = (C,T).
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Proof. Straightforward. O

Because of the preceding lemma, we can associate to any relational structure
(A, R) a mathematical object type(A, R), the isomorphism type of (A, R), in
such a way that

(A, R)=(B,S) <« type(4, R) = type(B,S).

It is not important at this stage exactly what sort of mathematical object
type(A, R) is, so long as the above property holds.

Definition 4.3.4. A relational structure (4, R) is said to be well-founded if for
every nonempty set X C A, there exists a € X such that there is no b € X with
bRa. Such an a might be called an R-minimal element of X.

Lemma 4.3.5. A relational structure (A, R) is well-founded if and only if there
is no infinite descending R-sequence. (By an infinite descending R-sequence we
mean a sequence {(an)nen such that a,41Ra, for all n € N.)

Proof. Tf {(ap)nen is an infinite descending R-sequence, then X = {a, | n € N}
is a counterexample to well-foundedness of (A, R). Conversely, suppose that
X C A is a counterexample to well-foundedness. Then we have X # () and
Va € X 3b € X bRa. By the Axiom of Choice, there is a function f : X — X
such that f(a)Ra for all @ € X. Pick an element ap € X and define {(an)nen
recursively by putting a,+1 = f(a,) for all n € N. This is an infinite descending
R-sequence. The lemma, is proved. O

Definition 4.3.6. A linear ordering is a relational structure (A, R) with the
following properties: aRb and bRc imply aRc; and for all a,b € A exactly one of
aRb, a = b, bRa hold. A well-ordering is a linear ordering which is well-founded.

Note that if (A, R) is a well-ordering and X is a nonempty subset of A, then
X has an R-least element, i.e., there is a unique a € X such that aRb holds for
allbe X, b# a.

Definition 4.3.7. An ordinal number is the isomorphism type of a well-ordering.

For n € N, we identify n with the ordinal number which is the order type of
all n-element well-orderings. Another important ordinal number is w, the order
type of N itself (more precisely of (N, <) = (N,{(m,n) € Nx N | m < n})).
The following definition and exercise show how to generate further examples of
ordinal numbers.

Definition 4.3.8. Let o = type(A, R) and § = type(B, S) be ordinal numbers.
We define

1. a4+ 8 =type(AUB,RUSU (A x B)). Here we assume that AN B = (.
2. a- 3 =type(A x B,{((a,b), (a',b')) | bSV' V (b =¥b" AaRd')}).
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Thus we have operations of ordinal addition, a + 8, and ordinal multiplication,
a - B. (Later we shall define an analogous operation of ordinal exponentiation,
a”.) Note that the commutative laws fail, for example 1 + w = w # w + 1 and
2-w=w#w-2=w+w. However, we have the following properties.

Exercise 4.3.9. Prove the following laws of ordinal arithmetic.
L (a+B)+y=a+(B+7).
2 (a-B)-7=a-(8-9)
3oa-(B+y)=a Bta-.
4. a+0=04+a=a,a-0=0-a=0,a-1=1-a=a.
Give an example showing the failure of (a + ) -y =a-v+ 5 -7.

Definition 4.3.10. If (A4, R) is a linear ordering, an nitial segment of (A, R)
is any subset of A of the form {b | bRa}, where a € A. Note that

({b|bRa},{(c,b) | cRbAbRa})

is again a linear ordering, and we sometimes identify the initial segment with
this ordering.

Theorem 4.3.11 (Comparability of Well-Orderings). Let (A, R) and (B, S)
be well-orderings. Then exactly one of the following holds.

1. (A,R) = (B,S);

2. (A, R) = some initial segment of (B, .S);

3. (B,S) = some initial segment of (A, R).
Moreover, in each case, the isomorphism is unique.

Proof. We first prove that the isomorphism is unique. Suppose for instance that
f1 and fs are two different isomorphisms from (4, R) to (B, S) or to some initial
segment of (B, S). Then {a € A| fi(a) # f2(a)} is a nonempty subset of A, so
let a be its R-least element. Then f1(a’) = f2(a’) for all o’ Ra but fi(a) # fa(a),
say fi1(a)Sfa(a). Then fi(a) ¢ rng(f2), contradicting the fact that rng(f2) is B
or an initial segment of B with respect to S.

Now let f be a function with dom(f) C A and rng(f) C B, defined by
putting f(a) = the unique b € B such that

({d’ | a’Ra},{(a",a’) | a"Ra’ Na'Ra}) = ({V' | b'Sb},{(b",b") | b" SV AV Sb}),

provided such a b exists. If for a given a € A no such b exists, f(a) is undefined.
If b exists, its uniqueness follows from what we have already proved. It is clear
that @' Ra and a € dom(f) imply o’ € dom(f), and b’ Rb and b € rng(f) imply
b € rng(f).
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We claim that dom(f) = A or rng(f) = B or both. If not, let a be the
R-least element of A\ dom(f), and let b be the S-least element of B\ rng(f).
Then f is an isomorphism from ({a’ | a’Ra},{(a”,a’) | a"Ra’ A a’ Ra}) to ({b" ]
b'Sb}, {(b",b") | b St AV Sb}). This implies that a € dom(f), a contradiction.
The claim is proved.

If both dom(f) = A and rng(f) = B, then we have (A, R) = (B,S). If
dom(f) # A, then letting a be the R-least element of A\ dom(f), we see that
f is an isomorphism from ({a’ | a’Ra},{(a”,d’) | ¢’ Ra’ A a’Ra}) to (B, S). If
rng(f) # B, then letting b be the S-least element of B \ rng(f), we see that
f is an isomorphism from (4, R) to ({b' | b'Sb}, {(b”,b") | b SV A b'Sb}). This
completes the proof of the theorem. O

Definition 4.3.12. For ordinal numbers a and (3, we define @ < 3 to mean
that (A, R) 2 some initial segment of (B, S), where o« = type(A, R) and 3 =
type(B,S). We define o <  to mean a < SV o = .

Lemma 4.3.13. For all ordinal numbers a and f3, exactly one of a < 3, a = (3,
and 3 < «a holds. Moreover a < 3 and 3 < v imply a < 7.

Proof. The first part follows from comparability of well-orderings. The second
part is straightforward. O

Exercise 4.3.14. For ordinal numbers «, 3,7y, prove that o < g if and only if
a+ v = for some vy > 0.

Lemma 4.3.15. If (A, R) is a well-ordering and B C A, then (B, RN (B x B))
is a well-ordering, and

type(B,RN (B x B)) < type(A, R).
Proof. Straightforward, using comparability of well-orderings. O

The next theorem implies that any well-ordering is isomorphic to an initial
segment of the ordinal numbers.

Theorem 4.3.16. For any ordinal number «, the relational structure

{B 18 <a},{(v,8) |v< B <a})

is a well-ordering of type a.

Proof. Let (A, R) be some fixed well-ordering of type . Define f: A — {3 |
B < a} by

f(b) = type({c € A | e¢Rb},{(d,c) | dRc A cRb}).
It is straightforward to verify that f is an isomorphism from (A, R) onto

{818 <o} {(v,B) |y <fB<a}).

This proves the theorem. O
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Corollary 4.3.17. For any ordinal number «, there is a set {# | § < a}
consisting of all smaller ordinal numbers.

Proof. This follows from the previous theorem. O

Lemma 4.3.18. Let X be a set of ordinal numbers. Then there is an ordinal
number v = sup X which is the least upper bound of X under <, i.e., Va (o €
X=a<y)and V8 (B<y=TJa(ae X NE < a)).

Proof. Put
A={a|38BeXra<p)}=J{ala<p}.

BeX

It is straightforward to verify that
(A {(a,8) e Ax Al a<p})

is a well-ordering. Let v be the type of this well-ordering. It is straightforward
to verify that A = {& | @ < v} and that v = sup X. O

Exercise 4.3.19. If « is an ordinal number and X is a nonempty set of ordinal
numbers, show that a+sup X = sup{a+5 |0 € X} and a-sup X = sup{a 3|
ge X}

Lemma 4.3.20. Let X be a nonempty set of ordinal numbers. Then X has a
smallest element under <.

Proof. Put a = sup X. Then X is a nonempty subset of {3 | 5 < a}. The latter
set of ordinal numbers is well-ordered under <, hence X has a least element. [

Theorem 4.3.21 (Burali-Forti Paradox). The class Ord of all ordinal num-
bers is not a set.

Proof. If Ord were a set, then by the above lemmas, (Ord, <) would be a well-
ordering. Letting a be the type of this well-ordering, we see that (Ord, <) would
be isomorphic to an initial segment of itself, namely ({3 | 3 < a},{(7,0) | 7 <
8 < a}). This contradiction completes the proof. O

4.4 Transfinite Recursion

By a class we mean a collection of objects which is not necessarily a set. Every
set is a class, but not every class is a set. Examples of classes which are not sets
are Set = {X | X is a set} and Ord = {« | « is an ordinal}. These classes are
“too big” to be sets. We have seen this in connection with the Russell Paradox
and the Burali-Forti Paradox.

If C is a class, then by a function with domain C we mean a rule F' which
associates to each element a of C' a uniquely defined object F'(a). For example,
although the class Ord of all ordinal numbers is not a set, we shall be interested
in functions with domain Ord. The next theorem gives us a powerful method
for defining such functions.
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Theorem 4.4.1 (Transfinite Recursion). Let F be the class of all functions
whose domain is an initial segment of Ord. Suppose that G is a function with
domain F. Then there is a unique function F' with domain Ord such that, for
all ordinal numbers a,

Fla) =GFHB| B <a}).

Proof. Let us say that f € F is good if for all 8 € dom(f), f(B) = G(f{v |
v < f3}). We claim that for all ordinal numbers «, there is at most one good f
with dom(f) = {8 | 8 < a}. If not, let f; # fa be two such f’s. Let 7 be the
smallest 8 < a such that f1(8) # f2(8). Then fi{B8 |8 <~} = fal{B|8 <~}

hence

h(v) = GUHHBIB <)) = G818 <)) = f2(0),

a contradiction.

Using the above claim, let f, be the unique good f with dom(f) = {8 |
8 < a}, if it exists. We claim that f, exists for all a. If not, let « be the
smallest counterexample. Then f3 exists for all 3 < «, and it is easy to check
that {(8,G(fg)) | B < a} is good. This contradicts the choice of a. Thus f,
exists for all a. Define F' by putting F'(a) = G(f,) for all a.. It is easy to check
that F[{# | B < a} = f, and that F satisfies the desired conclusions. This
completes the proof. O

As an example of transfinite recursion, we define the following operations of
ordinal arithmetic.

Definition 4.4.2.
L a+ B =sup{a, (@ +7)+ 1]y <8}
2. a-f=sup{(a-vy)+a|y<p}
3. o =sup{l,a” - a |y < B} (assuming a > 0).
Exercise 4.4.3. Show that parts 1 and 2 of Definition 4.4.2 agree with parts 1

and 2 of Definition 4.3.8. In the next exercise we show how to extend Definition
4.3.8 to encompass part 3 of Definition 4.4.2.

Exercise 4.4.4. Let a = type(A, R) and 8 = type(B,S) be ordinal numbers.
Show that o = type(C,T) where C is the set of all f : B — A such that, for
all but finitely many b € B, f(b) = ag, where ag is the R-least element of A.
Here T is the set of all (f1, fa) € C x C such that f1(')Rf2(b’), where V' is the
S-greatest b € B such that f1(b) # f2(b).

Exercise 4.4.5. If « is an ordinal number and X is a nonempty set of ordinal
numbers, show that

1. a+sup X =sup{a+ 0|8 € X},
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2. a-supX =sup{a-f|p € X}, and
3. s X = sup{a? | B € X}.
Exercise 4.4.6. For ordinal numbers «, (3, and 7, show that
L (a+B)+y=a+ (B+7).
2 (0 B) 7= (87)
Lo (Bty)=a Bta-y.
ol =af . an.

.ol = (af).

3
4
5
6. a+0=0+a=0a,0-0=0-a=0,a-1=1-a=a.
7. =1
8. 0% = 0 provided a > 0.
9. al =, 1 =1.
Exercise 4.4.7. Show that § < v implies the following:
l.a+f8<a+m;
2. a-f < a-vyprovided a > 0;
3. a? < a” provided a > 1.

Definition 4.4.8. A successor ordinal is an ordinal number of the form o + 1.
A limit ordinal is an ordinal number § such that 6 > 0 and oo +1 < ¢ for all
a < 0. Examples of limit ordinals are w and w - 2.

Exercise 4.4.9. Show that o + 1 is the smallest ordinal number 3 > «. Show
that every ordinal number is either 0, a successor ordinal, or a limit ordinal.
Show that § > 0 is a limit ordinal if and only if ¢ = sup{a | & < §}. Show that
6 > 0 is a limit ordinal if and only if § = w - a for some o > 0.

Exercise 4.4.10. Show that the operations of ordinal arithmetic could have
been defined by transfinite recursion as follows (letting ¢ denote a limit ordinal):

l.a+0=a,a+(B+1)=(a+0)+1, a+d=sup{a+ 5|8 <}

2.0-0=0,a-B+1)=(a-8)+a,a-d =sup{a- 3|5 < d}.

3. a’ =1, o = (0?) - a, a® = sup{a” | B < §} (assuming o > 0).
Exercise 4.4.11. For an ordinal number § > 0, show that the following are
equivalent.

1. a+6 =6 for all a < 6.
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2. a+ 0 <6 forall a, <.
3. 6 = w® for some o < 4.
An ordinal number with these properties is said to be additively indecomposable.

Exercise 4.4.12. Show that for any ordinal number «, there is one and only
one way to write « in the form o = a3 + -+ - + a,, where oy > -+ > a,, > 0 are
additively indecomposable, and n € N.

4.5 Cardinal Numbers, Continued

Lemma 4.5.1. Given a set X, there exists a choice function for X, i.e., a
function

c: P(X)\ {0} - X
such that ¢(Y) €Y forall Y C X, Y # (.

Proof. Consider the indexed set of sets (X;)ier, where I = P(X) \ {0} and
X; =i for all i € I. By the Axiom of Choice, [[;c; X; is nonempty, i.e., there
exists (a;)ier such that a; € X; for all ¢ € I. Putting ¢(i) = a; we obtain our
choice function. O

Theorem 4.5.2 (Well-Ordering Theorem). Given a set X, we can find a
relation R C X x X such that (X, R) is a well-ordering.

Proof. We shall prove the theorem in the following equivalent formulation: For
any set X, there exists an ordinal number « such that X ~ {8 | 5 < a}.
(Neither a nor the one-to-one function from X onto {# | f < a} is asserted to
be unique.)

Fix a choice function ¢ for X. Fix an object ag such that ag ¢ X. By
transfinite recursion, define

Fla) = { (X \mg(FH{B|B<a}), HX\mg(FH{B|[B<a})#0
ag otherwise.

We claim that F(a) = ag for some «. If not, we would have F(a) € X for
all o, and F(«) # F(B) for all o # 3. Form the set

Y =mg(F)={a€ X |3a(F(a) =a)}.

Then F~!is a function with domain Y, and we have rng(F~!) = Ord, hence
Ord is a set. This contradiction proves the claim.

Let a be the smallest ordinal number such that F'(a) = ag. Then F[{f |
B < a} is one-to-one, and rng(F[{f | 6 < a}) = X. Thus {# | f < a} = X.
Our theorem is proved. O
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Remark 4.5.3. The previous theorem shows that the Axiom of Choice implies
the Well-Ordering Theorem. There is also a converse: the Well-Ordering Theo-
rem implies the Axiom of Choice. To see this, suppose we have an indexed set
of nonempty sets (X;);.;. Put A = J;c; Xi. By the Well-Ordering Theorem,
there exists R C A x A such that (A4, R) is a well-ordering. Define (a;);.; by
putting a; = the R-least element of X;. Thus (a;),c; € [[;c; Xi and we have
proved the Axiom of Choice from the Well-Ordering theorem.

Exercise 4.5.4. Let X be a set of sets. By a chain within X we mean a set
C C X such that for all U,V € C either U CV or V C U. A chain within X is
said to be maximal if it is not properly included in any other chain within X.
Use the Axiom of Choice plus transfinite recursion to prove that there exists
a maximal chain within X.
Note: This is a version of Zorn’s Lemma.

Definition 4.5.5. An initial ordinal is an ordinal number « such that, for all
B <a,

rlv<a}#{v|v<pB}.

The finite ordinal numbers 0, 1, 2, ... are initial ordinals, as is the first
infinite ordinal number w. But it is easy to see that ordinal numbers such as
w+l,w+2,...,w-2, w-2+1, ... are not initial ordinals. Another simple
fact worth noting is that every infinite initial ordinal is a limit ordinal.

Definition 4.5.6. For any set X, we define |X| to be the smallest ordinal
number « such that X =~ {3 | 8 < a}. (The existence of such an ordinal is a
consequence of the Well-Ordering Theorem.) Clearly |X| is an initial ordinal.
In fact, | X| is the unique initial ordinal such that X ~ {G | 5 < a}.

Lemma 4.5.7. If X C {# | 8 < a}, then | X| < a.
Proof. Immediate from Lemma 4.3.15. O
Theorem 4.5.8. For all sets X and Y we have
X ~Y ifand only if |X|=1Y],
and
X xY ifand only if |X| < |Y].

Proof. The first equivalence is obvious, as is the fact that |X| < |Y| implies
X < Y. Suppose now that X Y. Then X ~ Z for some Z C {3 | 8 < |Y|}.
By the previous lemma it follows that |X| = |Z| < |Y|. This completes the
proof. O

Remark 4.5.9. By the previous theorem, we have card(X) = card(Y) if and
only if | X| = |Y|, and card(X) < card(Y') if and only if | X| < |Y|. Thus we may
identify cardinal numbers with initial ordinals. From now on we shall make
this identification, writing card(X) = |X|. For instance, the finite cardinal
numbers are now identified with the finite ordinal numbers, and the smallest
infinite cardinal number is the same as the ordinal number w.

82



Theorem 4.5.10.
1. fX<YandY X, then X =Y.
2. For all sets X and Y, either X Y or Y x X.

Proof. Both parts follow from the previous theorem plus the fact that | X| and
|Y'| are ordinal numbers, hence exactly one of | X| < |Y], | X| = |Y], |Y| < |X]|
holds. O

4.6 Cardinal Arithmetic

We now present some basic results about the arithmetic of infinite cardinal
numbers. Most of these results are easy consequences of the following lemma.

Lemma 4.6.1. For infinite cardinals s, we have k- k = k.

Proof. If not, let k be the smallest counterexample. Note that x is an infinite
initial ordinal, and A - A < k for all A < k.

Put A={a|a<k}and R={(c/,a) | & < a < k}. Thus (4,R) is a
well-ordering of type k. Note that |A| = k but every initial segment I of (4, R)
has |I| < k.

Put B = A x A and define S C B x B by

(o/,8")S(a, B)  if and only if

max(o/, ') < max(a, ) V

(max(a/, ') = max(a, B) A < a) V

(max(a/, #') = max(a, f) Ao/ =aAp < ).
It is straightforward to verify that (B, S) is a well-ordering.

If J C B is any initial segment of (B, S), we have J C I x I where I is
an appropriately chosen initial segment of (A, R). Thus every initial segment
of (B, S) has cardinality < k. Hence (A, R) cannot be isomorphic to an initial
segment of (B,.S). From comparability of well-orderings, it follows that (B, .S)

is isomorphic to (A, R). In particular B ~ A. In other words, A x A ~ A, hence
k- k = k. This completes the proof. O

Theorem 4.6.2. For infinite cardinals x and A\, we have
K+ = k- A = max(k,A).
Proof. Put = max(k, ). Then by the previous lemma we have
p<E+AN< ptp =2-p < pop=p

and
p<EANS pop=p.
This proves the theorem. O
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Theorem 4.6.3. For ) infinite and 2 < k < 2’\, we have k* = 27,
Proof. 2 < k* < (2MA =22 =22, O
For any set X, let X* be the set of finite sequences of elements of X, i.e.,
X" ={{a;)icn | n <w, a; € X foralli <n}.

Theorem 4.6.4. For any infinite set X, we have | X*| = | X]|.

Proof. Putting x = |X|, we have k> = k- k = k and it is easy to prove by

induction on n that k™ = k for all n > 1, n < w. Hence we have

| X*| = Zﬁ;” = w-'K = K.

n<w

This proves the theorem. O

Definition 4.6.5. For any ordinal 3 we define 3% = the smallest initial ordinal
k > . To each ordinal number o we associate an infinite initial ordinal w, as
follows, by transfinite recursion:

1. wyp = w,
2. Wat1 =wl,
3. ws = sup, .5 wq for limit ordinals 6.

Remark 4.6.6. It is easy to see that (wa)acord is a strictly increasing enumer-
ation of all the infinite initial ordinals, i.e., the infinite cardinals. It follows that
the class Card = {k | k is an infinite cardinal} is not a set.

Exercise 4.6.7. Prove that there exist arbitrarily large ordinals « such that
= wey.

Remark 4.6.8. Although cardinals are now the same thing as initial ordinals,
the notation N, = w, is sometimes used in order to maintain a notational
distinction between cardinals and initial ordinals. R, is taken to be a cardinal,
while w,, is an initial ordinal. For example, even though Ry is the same thing
as w, Ng is thought of as the cardinality of the set of natural numbers, while w
is thought of as the order type of the natural numbers under <.

Theorem 4.6.9. Let N, Q, and R be the set of natural numbers, the rational
numbers, and the real numbers respectively. The cardinalities of these sets are
given by |N| = |Q| = R, |R| = 2%o.

Proof. The fact that [N| = Ry is obvious. Since N C Q and each rational number
q € Q is of the form ¢ = £+m/n for some (m,n) € N x N, we have
IN| < Q| < 2-|N|-N| = |N|

so |Q| = |IN| = Rg. For the real numbers, note first that P(N) < R via the
function which sends X C N to > - 2/3". Hence 2% < |R|. On the other
hand, R 5 P(Q) = P(N) via the function which sends z € Rto {¢ € Q| ¢ < z}.
Thus |R| = 2%o. O
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Exercise 4.6.10. Prove that [RY| = 2% and [RE| = 22",

The most important problem of infinite cardinal arithmetic is the Continuum
Problem: What is the cardinality of R? Equivalently, what is the ordinal number
3 such that 280 = Ng? By Cantor’s Theorem we have 2% > W;. The assertion
that 2% = X; is known as the Continuum Hypothesis, or CH.

More generally, for any infinite cardinal x, Cantor’s Theorem tells us that
2% > kT, and we can ask whether 2¢ = xT. The assertion that 2% = xT for
all infinite cardinals x (equivalently, 2% = R, for all ordinal numbers «) is
known as the Generalized Continuum Hypothesis, or GCH.

Exercise 4.6.11. Prove that 2% # R,,. (Hint: Use Konig’s Theorem.)

4.7 Some Classes of Cardinals

A cardinal is said to be uncountable if it is > Ng. In this section we introduce
some important classes of uncountable cardinals.

Definition 4.7.1. Let A be an uncountable cardinal. We say that X is a suc-
cessor cardinal if A = kT for some k < . We say that X is a limit cardinal if
kT < Xfor all Kk < A\. We say that ) is a strong limit cardinal if 25 < X for all
K <A

Note that A is a successor cardinal if and only if A = N,41 for some successor
ordinal o + 1, and A is a limit cardinal if and only if A = N5 for some limit
ordinal §. The first few uncountable successor cardinals are Ri, No, .... The
first uncountable limit cardinal is R,. Clearly every strong limit cardinal is a
limit cardinal, and the GCH implies that every limit cardinal is a strong limit
cardinal.

Lemma 4.7.2. Every uncountable cardinal is either a successor cardinal or a
limit cardinal, and exactly one of these possibilities holds.

Proof. Obvious. O

Definition 4.7.3. An infinite cardinal X is said to be regular if it is not the sum
of fewer than A\ cardinals each less than A. In other words, for any indexed set
of cardinals (k;);c; with [I| < A and #x; < X for all s € I, we have ), _; ki <.

Trivially Rg is regular, since it is not the sum of a finite set of finite cardinals.
Theorem 4.7.4. Every uncountable successor cardinal is regular.

Proof. Let X be an uncountable successor cardinal. Thus A = kT where & is an
infinite cardinal. Given an indexed set of cardinals (k;);c;, We see that r; < A
implies k; < &, also |I| < A implies |I| < &, hence

ZHiSZH:|I|~I€§H~I€:I€<)\.

el i€l

This shows that A is regular. O
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In particular X1, Xy, ... are regular. An infinite cardinal is said to be sin-

gular if it is not regular. The first singular cardinal is N, since X, = EnEN N,.

Exercise 4.7.5. Let o be an ordinal number which is > w. Show that « is
a regular cardinal (i.e., a regular initial ordinal) if and only if, for every set of
ordinal numbers X with sup X = «, we have type(X) = a.

Definition 4.7.6. Let A be an uncountable cardinal. The cofinality of A,
written cf()), is the smallest cardinal  such that A = >, _; A; for some indexed
set of cardinals A; < A, ¢ € I, with |I| = k.

Exercise 4.7.7. Prove the following facts.
1. cf(A) is regular.
2. A is regular if and only if cf(A) = A.

A is singular if and only if cf(X\) < A.

- W

AF) > X\ (Hint: Use Konig’s Theorem.)

5. For any infinite cardinal k we have cf(*) > & for all g > 1. In particular,
cf(27) > k.

Exercise 4.7.8. Let x be an infinite regular cardinal. Show that there exist
arbitrarily large strong limit cardinals A such that cf(\) = k. Moreover, for all
such A we have A\ = X for all p < k.

Exercise 4.7.9. Assuming the GCH, prove that for all infinite cardinals x and

A we have
A if s < cf(N),

A= AT i ef(\) <k <A,
kt if k> A

Definition 4.7.10. An inaccessible cardinal is an uncountable, regular, strong
limit cardinal. A weakly inaccessible cardinal is an uncountable, regular, limit
cardinal.

Remark 4.7.11. Clearly every inaccessible cardinal is weakly inaccessible, and
the GCH implies that every weakly inaccessible cardinal is inaccessible. It can
be shown that every weakly inaccessible cardinal is a fixed point of the R,’s; i.e.,
such cardinals are of the form A = N). Moreover, every strongly inaccessible
cardinal has A" = A for all K < .

The existence of inaccessible and/or weakly inaccessible cardinals is not ob-
vious. Indeed, we shall see later that the existence of such cardinals cannot be
established using the accepted axioms of set theory.
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4.8 Pure Well-Founded Sets

A set X is said to be transitive if, for every set Y such that Y € X, we have
Y CX.

Lemma 4.8.1. Given a set X, there is a smallest transitive set TC(X) including
X. (TC(X) is called the transitive closure of X.)

Proof. Define U(X) =J{Y | Y € X,Y a set}. By recursion on n < w define
TCy(X) = X
TCp+1(X) = U(TC,(X)).

Then TC(X) = U,,cy TCr(X) is easily seen to be the smallest transitive set ¥’
such that Y O X. O

For any set A, we write
€lA = {(b,a)|a,be Aaisaset,beca}.

Definition 4.8.2. A set X is said to be well-founded if the relational structure
(TC(X), €|TC(X)) is well-founded.

Applying Lemma 4.3.5 to the relational structure (TC(X), €|TC(X)), we see
that X is well-founded if and only if there is no infinite sequence of sets (X,,)nen
with

X=Xo2X;2---2X,> .

Definition 4.8.3. A set X is said to be pure if every element of TC(X) is a
set. In other words, X is a pure set if not only X but also all the elements of
X, elements of elements of X, ..., are sets.

By transfinite recursion we define transitive sets R,, o € Ord, as follows:

Ry = 0
Rot1 = P(Ra)
Rs = |J,<5Ra for limit ordinals ¢ .

By transfinite induction on a € Ord, it is clear that 8 < « implies Rz € R,,
hence 8 < a implies Rg C R,,.

Theorem 4.8.4. X € [J,c0.q Ra if and only if X is a pure, well-founded set.

Proof. 1t is straightforward to prove by transfinite induction on « that all el-
ements of R, are pure and well-founded. Conversely, suppose X is pure and
well-founded. We claim that, for all Y € TC({X}), there exists an ordinal
number « such that Y € R,,. If not, let Y € TC({X}) be €-minimal such that
no such « exists. For each Z € Y, let f(Z) be the least ordinal number § such
that Z € Rg. Put vy =supycy f(Z). Then Y C R, hence Y € P(R,) = R 41,
a contradiction. This proves the claim. In particular, X € R, for some a. This
proves the theorem. O
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The class of all pure, well-founded sets is denoted V. Thus we have

VvV = URa.

aeOrd

If X is a pure, well-founded set, we define the rank of X to be the least ordinal
number « such that X C R,. Then clearly

rank X = sup{rankY +1|Y € X} .
Moreover, for all ordinals a we have
R, ={X | X is a pure well-founded set of rank < a},

and rank R, = a.

Exercise 4.8.5. Assuming the GCH, prove that |R, 1| = N, for all ordinals
a.

4.9 Set-Theoretic Foundations

In the next chapter we shall begin the study of axiomatic set theory. In ax-
iomatic studies of set theory, the set concept is usually restricted to pure,
well-founded sets. This restriction tends to isolate set theory from the rest
of mathematics. Nevertheless, the restriction is partially justified by the fact
that many or most mathematical objects can be reconstructed or redefined as
pure, well-founded sets.

For example, the natural numbers 0, 1,2, ... are not ordinarily regarded as
being sets, but within the universe of pure, well-founded sets, it is possible to
define a structural replica of the natural numbers. Thus, from a certain per-
spective, natural numbers can be viewed as certain kinds of pure, well-founded
sets.

A similar remark applies to each of following mathematical concepts: natural
number, real number, ordinal number, cardinal number, ordered pair, function.
For each concept in this list, it is possible to identify mathematical objects of
the given type with certain pure, well-founded sets. The purpose of this section
is to show exactly how these identifications can be made. We begin with ordered
pairs and progress to functions, ordinal numbers, and real numbers.

Definition 4.9.1. For any two objects a and b, let us write
(a,b) = {{a},{a, b}}.

Thus (a,b) is a set. Note that if a and b are pure, well-founded sets, then so is

(a,b).

Lemma 4.9.2. If (a,b) = (a/,b') then a = a’ and b=1V'.
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Proof. Putting X = (a,b), we see that a is the unique element of . Y, and
b is the unique element of {Jy .y Y \ {a} if the latter is nonempty, otherwise
b = a. Thus a and b can be recovered from (a,b) by single-valued set-theoretic
operations. The lemma follows. O

By the above lemma, we may view (a, b) as the ordered pair formed from a
and b. From now on we shall make this identification, which is customary in
pure set theory.

In an earlier section of these notes, we defined a function with domain X
to be a rule associating to each a € X a unique b. In pure set theory, it is
customary to replace this definition by the following, which we shall use from
now on.

Definition 4.9.3. A function is a set of ordered pairs, f, which is single-valued,
ie.,

Ya¥boVe (((a,b) € f A (a,c) € f) = b=c¢).

The domain of f is dom(f) = {a | 3b ((a,b) € f)}. If f is a function and
a € dom(f) we write f(a) = the unique b such that (a,b) € f.

The pure set-theoretic reconstruction of the ordinal numbers, due to von
Neumann, is as follows:

Definition 4.9.4. A von Neumann ordinal is a transitive, pure, well-founded
set A such that (4, €|A) is a well-ordering.

Note that if A is a von Neumann ordinal, then for each b € A, the initial segment
B = {a|a € b} is again a von Neumann ordinal.

Lemma 4.9.5. For each ordinal number «, there is a unique von Neumann
ordinal A, such that type(Aq, €|A,) = a. Moreover, the rank of A, is a.

Proof. By transfinite recursion we define A, = {Ag | 5 < a} for all ordinals a.
By transfinite induction on «, it is straightforward to verify that A, is the unique
von Neumann ordinal such that type(Aq., €|4,) = «, and that rank(A,) =
Q. O

Remark 4.9.6. It is customary in pure set theory to identify the ordinal number
« with the von Neumann ordinal A,. From now on we shall make this identifi-
cation. Thus we have 0 =0 = {}, 1 = {0} = {{}}, 2={0,1} = {{}, {{}}}, -- -,
w =40,1,2,...} = N. Moreover, for all ordinals o we have « = {8 | 5 < a}
and a+ 1 =aU{a}. Also, if X is any set of ordinals, then

suszUX: U .
acX

As for cardinal numbers, we have already seen how cardinal numbers may be
identified with certain ordinal numbers, namely, the initial ordinals. Thus, we
already know how to identify cardinal numbers with certain pure, well-founded
sets.
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Finally, we turn to the set-theoretic construction of the real number sys-
tem. The construction emplys the usual factorization of a set by an equivalence
relation, as per the following definitions and remark.

Definition 4.9.7. Let A be a set. An equivalence relation on A is a binary
relation R C A x A with the following properties: aRb and bRc imply aRc; aRb
implies bRa; and aRa for all a € A.

Definition 4.9.8. Let R be an equivalence relation on A. For any a € A we
write [alg = {b € A | aRb}, the equivalence class of a with respect to R. We
write A/R = {[a]r | a € A}.

Remark 4.9.9. Let R be an equivalence relation on A. Then aRb if and only
if [a]r = [b]r- Moreover A/R is a partition of A, i.e., a collection of pairwise
disjoint sets whose union is A.

Definition 4.9.10 (the real number system). In order to define the real
number system, we follow Dedekind and begin with the natural number system
(Nv +5 Oa 17 = <)

The integers are defined by putting Z = (N x N)/=z, where (m,n) =
(m/,n') if and only if m +n' = m/ +n. The ordered ring structure of Z is given

[(m,n)] +z [(m/,n)] = [(m+m',n+n')
[(m,n)] -z [(m/,n))] = [(mm +nn',mn’ +m'n))
—z[(m,n)] = [(n,m)]
0z = [(0,0)]
1z = [(1,0)]
[(m,n)] =[(m/,n)] & m+n'=m +n

[(m,n)] <z [(M/,n)] & m+n <m +n

The rationals are defined by putting Q = (Z x Z*)/=q, where ZT = {b €
Z | b> 0}, and (a,b) =¢ (a/,') if and only if a - b = o’ - b. The ordered ring
structure of Q is given by

[(a,0)] +q [(a', ")
[(a,0)] - [(a",0")]
)

[(ab’ +a'b,b- )]

= [

I = [=
= [0
(1,

aa’,bb')]

—Q [(aa b a, )]
0p = ) 1)]
lo = 1)]

[(a,;0)] = [(a',0))] < ab =a'b
[(a,b)] <@ [(¢/,b)] < ab <d'b

Finally, the reals are defined by putting R = S/=g. Here S is defined to be
the set of Cauchy sequences over Q, i.e., sequences (¢n),,cy € QY satisying

Ve >03ImV¥n(n>m=|¢n — qu| <€) .
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And =g is the equivalence relation on S defined by putting (gn),, =r (q,),, if
and only if lim,, |¢, — ¢,,| =0, i.e.,

Ve > 03ImVn(n>m=|¢g, — ¢, <e).

The ordered ring structure of R is given by

()] +r [an),] = [an +a),)
[{an)n) ® [an)n] = Uan-an))]
=), = [~
Or = [(0),]
k. = [{1),]

[{an),) =Uan),] & Ve>03ImVn(n>m= g —ql <e)
[{an),) <r [(¢h),] < Fe>03ImVn(n>m=q,+e<4q,)

Exercise 4.9.11. Show that the real number system is complete, i.e., every
nonempty bounded subset of R has a least upper bound.

Remark 4.9.12. In this section we have shown how many or most mathemati-
cal objects may be redefined or reconstructed as pure, well-founded sets. In this
sense, pure set theory may be said to encompass virtually all of mathematics,
and one may speak of the set-theoretic foundations of mathematics. This is why
set theory is viewed as being of fundamental or foundational importance.
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Chapter 5

Axiomatic Set Theory

This chapter is an introduction to axiomatic set theory.

5.1 The Axioms of Set Theory

Definition 5.1.1. We define L¢, the language of set theory. The language
contains variables x,vy, z,.... The atomic formulas of the language are x = y
and x € y, where x and y are variables. Formulas are built up as usual from
atomic formulas by means of propositional connectives A, V, =, =, < and
quantifiers V, 3. The notion of free variable is defined as usual. A sentence is a
formula with no free variables.

Remark 5.1.2. The standard or intended interpretation of L is that the
variables are to range over the class of pure, well-founded sets. Thus formulas
and sentences are normally interpreted as making assertions about pure, well-
founded sets. This standard interpretation or model of L¢ is sometimes known
as the real world.

Example 5.1.3. An example of a sentence of L¢ is
VeVy (z =y e Vu(u€x S uey)).

This sentence asserts the extensionality principle for pure, well-founded sets:
two pure, well-founded sets are equal if and only if they contain the same pure,
well-founded sets as elements.

Example 5.1.4. An example of a formula of L¢ is
Yu(ueze (u=zVu=y)).

This formula has free variables x, y, and z. It asserts that z is the unordered
pair {z,y}, i.e., the set whose only elements are z and y.
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As mentioned above, the standard interpretation of L¢ is in terms of the
real world, i.e., the class of pure, well-founded sets. In later sections of this
chapter, we shall consider interpretations or models of L< other than the real
world. Such alternative interpretations play an essential role in axiomatic set
theory.

We can expand the language L¢ indefinitely by introducing abbreviations.
Some important abbreviations are given in the following definition.

Definition 5.1.5.

1. (unordered pair) z = {x,y} is an abbreviation for
Vu(u €z (u=aVu=y)).

2. (singleton) z = {z} is an abbreviation for z = {z, z}.

3. (ordered pair) z = (x,y) is an abbreviation for z = {{z}, {z, y}}, i.e.,
JuIv (u={z} Av={x,y} Az = {u,v}).

4. (subset) x C y is an abbreviation for Yu (v € z = u € y).

5. (powerset) z = P(x) is an abbreviation for
Vy(y € 2y C ).
6. (union of a set of sets) z = |Jz is an abbreviation for
Vu(u € z< Ju(vexAuew)).
7. (union of two sets) z = x Uy is an abbreviation for z = (J{z, y}, i.e.,
Jw (w ={z,y} Nz =Jw).
8. (intersection of a set of sets) z = (|« is an abbreviation for
Yu(u €z Yo(vexr=ucw)).
9. (intersection of two sets) z = Ny is an abbreviation for z = {z, y}, i.e.,
Jw (w={z,y} Nz =w).

10. (empty set) z = () and x = {} are abbreviations for Vu (u ¢ z).

Using these abbreviations, we can write down sentences expressing some of
the axioms of Zermelo-Fraenkel set theory:

Definition 5.1.6 (Some Axioms of Set Theory).
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1. Axiom of Extensionality: VzVy (r =y & Vu (u € z & u € y)).
2. Empty Set Axiom: 3z (z = 0).

Pairing Axiom: Va Vy 3z (z = {z,y}).

Union Axiom: Yz 3z (z = J ).

Power Set Axiom: Vz 3z (z = P(x)).

A

Axiom of Foundation: Vz (z # 0 = Ju(u € x Aunax =0)).

Most of the above axioms are self-explanatory. Only the Axiom of Founda-
tion needs explanation. The Axiom of Foundation is an attempt to express the
idea that all of the sets under consideration are well-founded. This is expressed
by saying that, for all sets x, if  is nonempty then x contains an element u
which is €-minimal. Note that, for v € x, u Nz = () means that u is €-minimal
among elements of x, i.e., there is no element v of x such that v € u.

We now introduce some more abbreviations and axioms.

Definition 5.1.7.

1. (Cartesian product) z = x X y is an abbreviation of
Vw(w ez e Ju(uecxzAveyAw = (u,v))).

2. (function) Fen(f) is an abbreviation for a formula saying that f is a func-
tion, i.e.,

Vw (w € f = FzJy (w = (z,9))A\VeVyVz (((z,y) € fA(x,2) € f) =y =2).
3. (value of a function) y = f(x) is an abbreviation of
Fen(f) A (z,y) € f.
4. (domain of a function) z = dom(f) is an abbreviation of
Fen(f) AVz(z € z < 3y (z,y) € f).

5. (generalized Cartesian product) z = [] f is an abbreviation of

Fen(f)AVg (g € z < (dom(g) = dom(f)AVx (z € dom(f) = g(x) € f(x)))).

Definition 5.1.8. The Axiom of Choice is the sentence

Vf (Fen(f) AV (z € dom(f) = f(x) # 0)) = [1f # 0).

Definition 5.1.9. The Axiom of Infinity is the sentence
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2B € zAVz(z € z=azU{z} € 2)).

The purpose of the Axiom of Infinity is to assert the existence of at least
one infinite set. This is accomplished by asserting the existence of a set that
contains all of the sets 0 ={} =0, 1 = {0}, 2=1{0,1},3={0,1,2}, ....

We now introduce the two remaining axioms of Zermelo-Fraenkel set theory.
Actually, these two so-called axioms are not individual axioms, but rather axiom
schemes. An axiom scheme is an infinite set of axioms all of which have a
common form.

Recall that, if F' is a formula with free variables x1, . .., z,, then the universal
closure of F' is the sentence V1 --- Vx,, F.

Definition 5.1.10.

1. The Comprehension Scheme is an infinite set of axioms, consisting the
universal closures of all formulas of the form

Vu(u e ze (ueaxAF(u)),
where F'(u) is any formula in which z does not occur freely.
2. For any formula F(u), we write z = {u € 2 | F(u)} as an abbreviation for

Vu(u € ze (uexAF(u))).

The Comprehension Scheme is our attempt to express the principle that,
given a set x and a property P that particular elements of x may or may
not have, there necessarily exists a set z C x consisting of all elements of z
which have the given property P. Since our language L does not enable us to
discuss or quantify over arbitrary properties, we restrict attention to properties
that are definable, i.e., expressible by means of a formula F'(u). The syntactical
requirement that the variable z does not occur freely in F'(u) is imposed in order
to avoid obvious contradictions such as z = {u € z | u ¢ z}, the idea being that
the set z should be in some sense logically subordinate to the property P.

The Comprehension Scheme is extremely useful and important. For example,
given a function f, the Comprehension Scheme together with the Union, Pairing,
and Power Set Axioms logically imply the existence of a set z which is the domain

of f,
z=domf={zcUU/SI[3y((z,y) € N}
and of the generalized Cartesian product

[1f={9 e PPPUUSVUUUY) [domg =z A Ve (z € 2 = g(z) € f(z))}.

Definition 5.1.11.

1. We write 3!z to mean “there exists exactly one x such that”. In other
words, for any formula F(z) in which z occurs as a free variable, 3!z F'(x)
is an abbreviation of

Ve (F(z) ©x=1y).

95



2. The Replacement Scheme is an infinite set of axioms, consisting of the
universal closures of all formulas of the form

Yu(u € x=3lvF(u,v)) = yVo(vey< Ju(uexAF(u,v))),
where F'(u,v) is any formula in which y does not occur freely.

The Replacement Scheme is our attempt to express the principle that, given
a set x and a rule associating to each element u of x a unique object v, there
exists a set y consisting of all the objects v which are associated to elements of x.
Since our language L< does not enable us to discuss or quantify over arbitrary
rules, we restrict attention to rules that are definable, i.e., expressible by means
of a formula F(u,v). The syntactical requirement that the variable y does not
occur freely in F(u,v) is imposed in order to avoid obvious contradictions.

We have now introduced all of the axioms of Zermelo/Fraenkel set theory.
We have, finally:

Definition 5.1.12 (Zermelo/Fraenkel Set Theory). The axioms of Zer-
melo/Fraenkel set theory are as follows: the Axiom of Extensionality, the Empty
Set Axiom, the Pairing Axiom, the Union Axiom, the Power Set Axiom, the
Axiom of Foundation, the Axiom of Infinity, the Comprehension Scheme, and
the Replacement Scheme. We use ZF as an abbreviation for “Zermelo/Fraenkel
set theory”.

Definition 5.1.13 (ZFC). The axioms of ZFC consist of the axioms of ZF
plus the Axiom of Choice.

The Zermelo/Fraenkel axioms together with the Axiom of Choice constitute
the commonly accepted, rigorous, set-theoretic foundation of mathematics. A
mathematical theorem is regarded as proved if and only if it is clear how to de-
duce it as a theorem of ZFC, i.e., a logical consequence! of the ZFC axioms. It
can be shown that all of the theorems of 19th and 20th century rigorous math-
ematics are logical consequences of the ZFC axioms. In particular, essentially
all of the results of Chapter 4 can be stated and proved as theorems of ZFC.

5.2 Models of Set Theory

As mentioned above, the intended interpretation of L¢ is the so-called real world,
i.e., the class of pure, well-founded sets. However, the general notion of pure,
well-founded set is rather vague. In order to study and delimit this vagueness,
axiomatic set theorists frequently consider alternative interpretations of Lc.
One important class of interpretations of L¢ is given in terms of relational
structures. Recall that a relational structure is an ordered pair (A4, F) where A
is a set and £ C A x A. Given a relational structure (A4, F) and a sentence F'

1The notions of theorem and logical consequence that we are using here will be explained
in the next section.
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of L, it makes sense to ask whether F is true in (A, E), i.e., true when the
variables are interpreted as ranging over A and x € y is interpreted as zFEy, i.e.,
(xz,y) € E.

Examples 5.2.1. The Axiom of Extensionality is true in a particular relational
structure (A, E) if and only if (A, E) is extensional, i.e., for all a, b € A, a #
b implies {c | cEa} # {c | cEb}. Note that some relational structures are
extensional and some are not. An example of an extensional relational structure
is any linear ordering. An example of a nonextensional relational structure is
(A, E) whenever |A| > 2 and F = {).

Thus a relational structure is extensional if and only if it is a model of
(i.e., satisfies) the Axiom of Extensionality. The general point here is that any
collection of sentences of L¢ defines a property of relational structures, namely
the property of satisfying the given sentences. We formalize this in the following
definition.

Definition 5.2.2. Let S be any set of sentences of Lc. A model of S is a
relational structure (A, E) such that all of the sentences of S are true in (A, E).
We say that S is consistent if there exists a model of S. If F' is another sentence
of Lc, we say that F' is a logical consequence of S, written S F+ F, if F is true
in every model of S.

Note that if S is inconsistent then all sentences are logical consequences of S,
so the notion of logical consequence is uninteresting in this case. If however S is
consistent, then it is meaningful to ask which sentences are logical consequences
of S, i.e., what conclusions follow when the sentences of S are assumed as
axioms. This is the kind of question which axiomatic set theory seeks to answer.
Naturally the focus is on sets of sentences which make assertions that could
reasonably be true in the intended model, i.e., the real world, i.e., the class of
all pure, well-founded sets.

As an easy example of the notion of logical consequence, note that the sen-
tence Va (x ¢ x) is a logical consequence of the Axiom of Foundation plus the
Pairing Axiom. This is so because x € x would imply that {2} has no €-minimal
element.

Specializing Definition 5.2.2 to S = ZF and S = ZFC, we have:

Definition 5.2.3. A model of ZFC is a relational structure (A, E) such that
(A, E) satisfies all of the Zermelo/Fraenkel axioms plus the Axiom of Choice.
A theorem of ZFC is any sentence which is a logical consequence of the ZFC
axioms. The notions model of ZF and theorem of ZF are defined similarly.

Axiomatic set theory is essentially the study of models of ZF and of ZFC,
with an eye to discovering which set-theoretic propositions follow or do not
follow from these axiom systems. For instance, one of the important results? of
axiomatic set theory is that there exists a model of ZF which is not a model of

2This result will not be proved here.
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ZFC. In other words, the Axiom of Choice is not a logical consequence of the
ZF axioms. Another key result is that both the Continuum Hypothesis and its
negation are consistent with ZFC. In other words, CH is independent of ZFC.
Thus the ZFC axioms, although powerful and flexible, do not suffice to answer
basic set-theoretic questions such as the Continuum Problem.

We end this section by presenting some general definitions and results con-
cerning relational structures.

Definition 5.2.4. Let (A, E') be a relational structure. A k-place predicate P C
Ak is said to be definable over (A, E) if there exists a formula F(x1, ..., Tk, Y1, - - Ym)
of L¢ and parameters by, ..., b, € A such that

P = {{a1,...,a) € A¥ | (A, E) satisfies F(a1,...,a5,b1,...,bm)}. (5.1)

More generally, given B C A, we say that P C AF is definable over (A, E)
allowing parameters from B if there exists a formula

F(xla"'vxkvylv"'vym)

of L¢ and parameters by, ..., b, € B such that (5.1) holds.

Definition 5.2.5. Let (A, E) be a relational structure. Then Def((A, E)) is the
set of all subsets of A that are definable over (4, E). Note that Def((A, E)) C
P(A).

Lemma 5.2.6. Let (A, E) be a relational structure.
1. If A is finite, then Def((4, E)) = P(A) and |Def((A, E)| = 2/41.
2. If A is infinite, then |Def((A4, F))| = |A]|.

Proof. For finite A the result is obvious. Suppose now that A is infinite. By
Godel numbering, the set of all formulas of L¢ is countable. Since any element
of Def((A, E)) is determined by a formula and a finite sequence of parameters
from A, we have

|Def((A4, E))| < Ro-|A*] = |A].

On the other hand {{a} | a € A} C Def((A, E)), hence |A| < |Def((4, E))|.
This completes the proof. O

Definition 5.2.7. Let (A, F) and (A’, E’) be relational structures. We say that
(A', E') is a substructure of (A, E), abbreviated (A", E") C (A, E), if A’ C A
and B/ = EN (A x A’). We say that (A’, E') is an elementary substructure
of (A, E), abbreviated (A", E') Colem (4, F), if (A, E’) C (A, E) and, for all
formulas F'(z1,...,2,) and a1,...,a, € A', (A, E) satisfies F(aq,...,a,) if and
only if (A’, E’) satisfies F(aq,...,an).

Lemma 5.2.8. Given (A, E') C (A, E), we have (A", E') Celem (4, E) if and
only if every nonempty subset of A which is definable over (A, E) allowing
parameters from A’ has a nonempty intersection with A’.
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Proof. Straightforward. O

Recall that a relational structure (A, E) is said to be countable if the under-
lying set A is countable.

Theorem 5.2.9 (Léowenheim/Skolem Theorem). For any relational struc-
ture (A, E), there exists a countable elementary substructure (A, E') Celem
(4, E).

Proof. Let ¢: P(A)\ {0} — A be a choice function for A. We define recursively
a sequence of sets A, CA,n €N, by A4g =0, Apy1 ={c(X) |0 £ X CAANX is
definable over (A, E) allowing parameters from A, }. Note that A, C A, for
all n. By induction on n it is straightforward to show that A,, is countable for all
n. Hence A’ = [J{A,, | n € N} is countable. Moreover ¢(X) € A’ for all X # )
definable over (A, E) allowing parameters from A’. Hence by Lemma 5.2.8 we
have (A", E’) Celem (A, E), where E' = EN (A" x A"). This completes the
proof. O

Corollary 5.2.10 (Skolem Paradox). If ZFC is consistent, then there exists
a countable model of ZFC.

Proof. Assume that ZFC is consistent. Then there exists a model (A, E) of
ZFC. By Theorem 5.2.9 (A, E) has a countable elementary submodel, (A’, E').
Then (A’, E’) is a countable model of ZFC. O

The Skolem Paradox is called a paradox for the following reason: the exis-
tence of a countable model of ZFC would seem to contradict the fact that the
existence of uncountable sets is a theorem of ZFC. Actually, there is no contra-
diction here, because a set that is uncountable within a particular model (A, E)
may be countable in the real world. In other words, the notion of countability
is relative to the model under consideration (as are many other set-theoretic
notions).

A straightforward generalization of Theorem 5.2.9 is:

Theorem 5.2.11 (Generalized Lowenheim-Skolem Theorem). Let « be
an infinite cardinal. Let (A, E) be a relational structure such that |A| > x, and
let X C A be a subset of A such that |X| < k. Then there exists an elementary
substructure (A’, E') of (A, E) such that X C A" and |4'| = k.

Proof. Straightforward. O

Exercise 5.2.12. Prove Theorem 5.2.11.

5.3 Transitive Models and Inaccessible Cardi-
nals

In this section we study an important class of models. Recall that a set T is
transitive if and only if every element of T is a subset of T
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Definition 5.3.1. Let S be a set of sentences of Lc. A transitive model of
S is any transitive, pure, well-founded set T such that the relational structure
(T, €|T) satisfies all the sentences of S. In this context it is customary to identify
the transitive set T with the relational structure (7', €|T).

Note that every transitive model is well-founded and extensional. The fol-
lowing theorem provides a converse and thereby characterizes transitive models
up to isomorphism among arbitrary models.

Theorem 5.3.2. Let (A, E) be a relational structure which is well-founded
and extensional. Then there exists a transitive, pure, well-founded set T such
that the relational structures (A, E) and (T, €|T") are isomorphic. Moreover the
transitive set T' and the isomorphism f : (4, E) = (T, €|T) are unique.

Proof. Fix an object ag ¢ A. By transfinite recursion on the rank of an arbitrary
pure, well-founded set x, define F(z) as follows: F(x) = the unique a € A such
that rng(F|z) = {b | bEa} if such an a exists; F(z) = ag otherwise. Note
that F(z) = F(y) € A implies z = y. Hence T = rng(F~![A) is a set. It is
easy to verify that T is a transitive, pure, well-founded set and that F[T is an
isomorphism of (T, €|T) onto (A, E). Hence f = F~![A is an isomorphism of
(A, E) onto (T, €|T). Tt is straightforward to verify that T and f are unique. O

Corollary 5.3.3. If (A, E) is a relational structure, then the following asser-
tions are equivalent:

1. (A, E) is isomorphic to some transitive model (7', €|T);
2. (A, E) is well-founded and extensional.

The rest of this section is devoted to the study of transitive models, i.e.,
relational structures of the form (A, €|A) where T is a transitive, pure, well-
founded set. The following definition concerning transitive models is of general
interest.

Definition 5.3.4. Let T be any transitive, pure, well-founded set. A k-place
predicate P C T is said to be definable over T if and only if it is definable over
(T, €|T) (allowing parameters from T'). We write

Def(T) = Def((T,€|T)) = {X CT| X is definable over T'}.

Of particular interest are transitive models of ZFC. The following lemma
consists of some simple remarks characterizing which transitive models satisfy
which axioms of ZFC.

Lemma 5.3.5. Let T be a transitive, pure, well-founded set.
1. T always satisfies the Axiom of Extensionality.
2. T always satisfies the Axiom of Foundation.

3. T satisfies the Pairing Axiom if and only if T is closed under pairing, i.e.,
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VaVb((a € TAbeT) = {a, b} €T).
4. T satisfies the Union Axiom if and only if T is closed under union, i.e.,
Va(aeT=JaeT).

5. T satisfies the Empty Set Axiom if and only if § € T
6. T satisfies the Axiom of Infinity if and only if Ja (a € T Aw C a).

7. T satisfies the Power Set Axiom if and only if
Va(aeT=Pla)NTeT).

8. T satisfies the Axiom of Choice if and only if, for every indexed family of
nonempty sets (a;);c; € T, we have T N]];c;ai # 0.

9. T satisfies the Comprehension Scheme if and only if, for all X € Def(T),
we have

Va(aeT=anXeT).

10. T satisfies the Replacement Scheme if and only if for all functions F': T" —
T such that F € Def(T'), we have

Va(a € T = rmg(Fla) €T).

Proof. Straightforward. O

We shall now show that inaccessible cardinals give rise to transitive models
of ZFC. Recall that an inaccessible cardinal is a regular, uncountable, strong
limit cardinal. Recall also that we have identified cardinals with initial von
Neumann ordinals (cf. Sections 4.4.5 and 4.4.8).

Lemma 5.3.6. Let § be a limit ordinal > w. Then Rs is a transitive model of
all of the ZFC axioms except possibly the Replacement Scheme.

Proof. We apply Lemma 5.3.5. The Axioms of Extensionality and Foundation
hold in Rjs because R; is a transitive, pure, well-founded set. The Empty
Set, Power Set, Pairing, and Union Axioms and the Axiom of Choice and the
Comprehension Scheme hold in Rs because § is a limit ordinal. The Axiom of
Infinity holds in Rs because w € Ry, since w < 4. O

Lemma 5.3.7. An infinite cardinal X is regular if and only if, for all X C X,
|X| < A implies sup X < A.

Proof. Straightforward. O

Lemma 5.3.8. If )\ is an inaccessible cardinal, then
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1. Ve ((z SRy Azl < A) = 2 € Ry).
2. Vo (x € Ry = |z| < A).
3. |Ry| = A.

Proof. 1. Define p : ¢ — X by p(u) = rank(u). Then |rngp| < |z] < A.
Since A is regular, it follows by the previous lemma that sup(rngp) < A, say
rngp C a < A. Hence z C R, hence = € R,4+1 C Ry since A is a limit ordinal.

2. By transfinite induction on a < A we prove [R,| < . We have Ry = 0.
If |Ro| = Kk < A, then |Rot1] = |P(Ra)| = 2% < X since A is a strong limit

cardinal. For limit ordinals 6 < A, we have inductively |Rs| = |U,.s5 Ral =
SUP, <5 |Ral < A, since |Rq| < A and A is regular.
3. |Ra| =supycy |[Ral = A O

Theorem 5.3.9. Let A be an inaccessible cardinal. Then R) is a transitive
model of ZFC.

Proof. Clearly A is a limit ordinal > w, hence by Lemma 5.3.6 we see that Ry
satisfies all of the ZFC axioms except possibly the Replacement Scheme.

Let F : Ry — Ry and a € Ry be given. Then rng(Fla) C Ry and
[rng(Fla)] < la] < A, hence by the previous lemma rng(Fla) € Rx. Spe-
cializing this to the case when F' is definable over Ry, we see by Lemma 5.3.5
that the Replacement Scheme holds in Ry. This completes the proof. O

Corollary 5.3.10. If there exists an inaccessible cardinal, then ZFC is consis-
tent.

Proof. Immediate from the theorem. O

Exercise 5.3.11. A hereditarily finite set is a finite set  such that all elements
of x, elements of elements of x, ..., are finite sets. Show that R, is the set of
all hereditarily finite, pure, well-founded sets. Show that R, is a model of all
of the axioms of ZFC except the Axiom of Infinity.

Exercise 5.3.12. Define £ C N by putting mFEn if and only if 2™ occurs in
the binary expansion of n, i.e., m = n; for some i where n = 2™ 4 ... 4 2",

1. Show that (N, F) = (R,,, €|Ry).
2. Conclude that P C w” is definable over R, if and only if P is arithmetical.

Theorem 5.3.13. If there exists an inaccessible cardinal, then the existence of
an inaccessible cardinal is not a theorem of ZFC.

Proof. Assume that there exists an inaccessible cardinal. Let A be the smallest
inaccessible cardinal. By the previous theorem, R) is a model of ZFC. We claim
that Ry also satisfies “inaccessible cardinals do not exist”. To see this, suppose
that Ry satisfies “there exists at least one inaccessible cardinal”. Let x € Ry
be such that R) satisfies “k is an inaccessible cardinal”. Then it is easy to see
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that x is also an inaccessible cardinal in the real world. But clearly x < A.
This contradicts the choice of \. Thus Ry is a model of ZFC + “inaccessible
cardinals do not exist”. O

The previous theorem shows that, if we assume only the axioms of ZFC,
then we cannot hope to prove the existence of inaccessible cardinals.

Exercise 5.3.14. Show that, if two or more inaccessible cardinals exist, then
the existence of two or more inaccessible cardinals is not a theorem of ZFC +
“there exists at least one inaccessible cardinal”.

Theorem 5.3.15. If there exists an inaccessible cardinal, then there exists a
countable, transitive model of ZFC.

Proof. Let A be an inaccessible cardinal. Then (Ry, €|R») is a model of ZFC.
By the Lowenheim-Skolem Theorem, there exists a countable set A C Ry such
that (A, €]A) is an elementary submodel of (Rx,€|Ry). Thus (A4,€|4) is a
countable, well-founded, extensional model of ZFC. By Theorem 5.3.2, (4, €|A)
is isomorphic to a transitive model (7, €|T). Thus (7, €|T) is a countable,
transitive model of ZFC. O

Exercise 5.3.16. Let A\ be an inaccessible cardinal. Prove that there ex-
ists a limit ordinal 6 < X such that (Rs, €|Rs) is an elementary submodel of
(R)\a €|R)\)

5.4 Constructible Sets

Recall that, if T' is any transitive, pure, well-founded set, Def (T") is the set of all
subsets of T that are definable over T' (i.e., over (T, €|T)) allowing parameters
from T.

Definition 5.4.1. By transfinite recursion we define L., o € Ord, as follows:

Ly = 0
Loy1 = Def(L,)
Ls = UgpcsLa for limit ordinals 9§ .

A set X is said to be constructible if X € L, for some ordinal o«. The class of
all constructible sets is denoted L.

Lemma 5.4.2. For all ordinals «, L, is a transitive, pure, well-founded set,
and L, C R,,.

Proof. For any transitive, pure, well-founded set T', we have T' C Def (T') C P(T)
and hence Def(T) is again a transitive, pure, well-founded set. With these
observations, the lemma follows easily by transfinite induction on «. O

Lemma 5.4.3. For all ordinals «, we have o = L, N Ord.
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Proof. If T is any transitive, pure, well-founded set, then for any a € T we
have that a is an ordinal (i.e., a von Neumann ordinal) if and only if T" satisfies
“a is transitive and (a, €|a) is a linear ordering”. Thus T N Ord € Def(T).
With this observation, the lemma follows easily by transfinite induction on (von
Neumann) ordinals a. O

We are going to show that the constructible sets form a model of ZFC.

Some of the axioms of ZFC are straightforwardly verified in L using Lemma 5.3.5.
For instance, the Union Axiom holds in L because = € L, implies | Jz € L.
The Pairing Axiom holds in L because x, y € L, implies {z,y} € Loy1. The
Empty Set Axiom holds in L because §) € L. The Axiom of Infinity holds in
L because w € L, 1. The Axioms of Extensionality and Foundation hold in L
because L is transitive and consists of pure, well-founded sets.

To show that the Power Set Axiom holds in L, let X be any constructible
set. For each Y € P(X) N L put p(Y) = the least 8 such that Y € Lg. Put
a=sup{p(Y)|Y € P(X)NnL}. Thus P(X)NL C L,. Hence P(X)N L is
definable over L,; namely, it is the set of all Y € L, such that L, satisfies
Y C X. Hence P(X)N L € Def(Ly) = Lot1. We have now shown that for all
X € L, P(X)NL e L. From this it follows by Lemma 5.3.5 that the Power Set
Axiom holds in L.

To show that Comprehension and Replacement hold in L, we shall need the
following lemmas.

Lemma 5.4.4. Let f1,..., fi be functions from Ord to Ord. Then there exist
arbitrarily large ordinals « such that « is closed under f1,..., fi, i.e., fi(8) < «
forall B<a,1<i<k.

Proof. Given an ordinal v, define an increasing sequence of ordinals a,, n € N
inductively by ag = 7, apnt+1 = max(a, + Lisup{fi(8) | 8 < an,1 < i <
k}). Putting a = sup{a, | n € N} we see that o > v and « is closed under

fiyee oo [re O
Lemma 5.4.5 (reflection). Let F(z1,...,2,) be a formula of £ with free
variables z1,...,x,. Then there exist arbitrarily large ordinals « such that,
for all ai,...,a, € L4, L satisfies F(ay,...,a,) if and only if L, satisfies
F(ay,...,an).

Proof. Replacing V by —3— as necessary, we may safely assume that F' contains
no occurrences of V. Now let Iy G;, i = 1,..., k be a list of the subformulas of F'
of the form 3y G. Write G; = G;(y, xi1, - - -, Tin,) Where 1, . .., Ty, are the free
variables of Jy G;. For ay,...,a,, € L, put g;(ai,...,a,,) = the least ordinal
B such that ai,...,a,, € Lg and such that, if L satisfies 3y G;(y, a1, ..., an,),
then L satisfies G;(b,aq,...,an,) for some b € Lg. Define f; : Ord — Ord by
fi(B) = sup{gi(ai,...,an;) | a1,...,an, € Lg}. By the previous lemma, there
exist arbitrarily large ordinals « such that that « is closed under fi,..., fi. It
is straightforward to verify that such an « has the desired property. O
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Remark 5.4.6. The proof of the previous lemma used only the following prop-
erties of the constructible hierarchy: o < §implies L, C Lg; and Ls = Ua<5 L,
for limit ordinals §. Since the R, hierarchy also has these properties, the same
lemma holds for the R, hierarchy as well. This has the following interesting

consequence: If Fi,..., F) is a finite set of sentences that are true in the real
world, then there exist arbitrarily large ordinals « such that Fy, ..., F} are true
in R,.

Lemma 5.4.7. L satisfies the Comprehension and Replacement Schemes.

Proof. To show that the Replacement Scheme holds in L, let f : L — L be a
function which is definable over L. We must prove that, for alla € L, rng(f|a) =
{f(u) | u € a} also belongs to L. Note first that, since f is definable over L,
we have parameters ci,...,¢, € L and a formula F(u,v, 21,...,2,) with free
variables u, v, 21, . .., z, such that, for all uw € L, f(u) = the unique v € L such
that L satisfies F'(u,v,c1,...,¢,). Now given a € L, put b = rng(f[a). We
must show that b € L. Let  be an ordinal so large that a,c1,...,c, € Lg
and b C Lg. By Reflection, let a be such that o > 3 and, for all u,v € L,,
L satisfies F(u,v,c1,...,¢,) if and only if L, satisfies F(u,v,cq,...,¢cn). We
claim that b is definable over L. This is clear since

b = {veL]|L satisfies Ju(u € a A F(u,v,c1,...,¢,))}
= {v€ Ly | L, satisfies Ju (u € a A F(u,v,c1,...,¢4))}.
Thus b € Def(Ly) = Lat1, whence b € L. This shows that the Replacement

Scheme holds in L. The proof that the Comprehension Scheme holds in L is
similar. O

We introduce some more abbreviations:
Definition 5.4.8.

1. Const(z) is an abbreviation for a formula asserting that a given pure, well-
founded set x is constructible. In more detail, Const(x) asserts the exis-
tence of a transfinite sequence of sets (Lg) ;. , such that Lg = (J{Def(L) |
v < B} forall B < a,and z € L,. -

2. Recall that V is the class of all pure, well-founded sets, and L is the
class of all constructible sets. We use V' = L to abbreviate Vz Const(z).
Thus V = L is a sentence asserting that all pure, well-founded sets are
constructible.

Theorem 5.4.9. The class L of constructible sets satisfies the ZF axioms plus
V=L

Proof. The above lemmas show that L satisfies the ZF axioms. It is tedious but
straightforward to show that L satisfies V = L. O

Lemma 5.4.10. For all ordinals o > w, we have |L,| = |a].
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Proof. By Lemma 5.2.6 we have |L,| = Rg and, for @ > w, |La41| = |Def(Ly)| =
|Ly|. From this the lemma easily follows by induction on o > w. O

Theorem 5.4.11. The class L of constructible sets satisfies the Axiom of
Choice.

Proof. Lemma 5.4.10 implies that each L, is well-orderable. Refining the proof
of Lemma 5.4.10, we can explicitly define by transfinite recursion a function
F : Ord — V such that, for all ordinals «, F(«) is a well-ordering of L. Since
the definition of F' is explicit, its validity does not depend on the Axiom of
Choice. Hence by Theorem 5.4.9 the definition of F' can be carried out within L.
In particular L satisfies that each L., is well-orderable. Hence by Remark 4.5.3
L satisfies the Axiom of Choice. This argument actually shows that the Axiom
of Choice follows from ZF plus V = L. O

Our remaining goal with respect to constructible sets is to show that L
satisfies the GCH.

Lemma 5.4.12. There is a sentence S of L¢ with the following property. For
all transitive sets A, A satisfies S if and only if A = L, for some limit ordinal
a.

Proof. The construction of the sentence S is straightforward but tedious. Roughly
speaking, S is identical with the sentence V = L of Definition 5.4.8. For de-
tails of the construction of S, see Boolos and Putnam, “Degrees of unsolvability
of constructible sets of integers,” Journal of Symbolic Logic, Volume 33, 1968,
pages 497-513. O

Lemma 5.4.13. If a is any constructible subset of w, then a € L, for some
countable ordinal a. More generally, if a € P(k) N L where  is an infinite
cardinal, then a € L, for some ordinal o such that |L,| = k.

Proof. Let k be an infinite cardinal. Suppose that a C x and a is constructible.
Let 6 > & be a limit ordinal such that a € Ls. By the Generalized Lowenheim/-
Skolem Theorem (Theorem 5.2.11), we can find a set A C L;s such that x U
{a} C A, |A| = &, and (A, €|A) is an elementary submodel of (Ls, €|Ls). By
Theorem 5.3.2 and Lemma 5.4.12, we have (A4, €|A) = (L, €|Ls) for some
limit ordinal o. Since s U {a} is a transitive subset of A, it follows by another
application of Theorem 5.3.2 that x U {a} C L. In particular a € L,. Clearly
|Lo| = K, and this completes the proof. O

Lemma 5.4.14. For any infinite cardinal s, we have |P(k) N L| < x™.
Proof. From the previous lemma we have P(k)NL C L,+. The desired conclu-

sion is immediate, since |L.+| = |£7]. O

Theorem 5.4.15. The class L of constructible sets satisfies the Generalized
Continuum Hypothesis.
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Proof. Since L satisfies the axioms of set theory, the proof of the previous lemma
can be carried out within L. Thus for all infinite cardinals k of L, we have within
L that |P(k)| = T, hence 2% = x*. This proves the theorem. O

Theorem 5.4.16.
1. If ZF has a transitive model, then so does ZFC + GCH.

2. If ZF is consistent, then so is ZFC + GCH.

Proof. Let A be a transitive model of ZF. Within A we can carry out the
definition of L to obtain a transitive submodel B (sometimes called an “inner
model”) consisting of the constructible sets of A. (It can be shown that B =
L, where « is the least ordinal that is not an element of A.) The proofs of
theorems 5.4.9, 5.4.11, and 5.4.15 then show that B is a model of ZF plus
V = L plus the Axiom of Choice plus the GCH. This proves the first part. The
proof of the second part is similar, starting with a model (A, E') that is not
necessarily transitive. O

Remark 5.4.17. The previous theorem, due to Godel 1939, is one of the most
significant achievements of axiomatic set theory. The second part is sometimes

described as a relative consistency result: ZFC + GCH is consistent relative to
ZF.

5.5 Forcing

Let M be a countable transitive model of ZFC. Let P = (P, <) be a partially
ordered set belonging to M. We say that p,q € P are compatible if there exists
r € P such that » < p and r < q. If p,q € P are incompatible, we write p L q.

Definition 5.5.1. A filter on P is a set G C P such that
1. p,q € G implies Ir € G (r < p,q);
2. pe G, p<qimply q € G.
Definition 5.5.2. D C P is dense open if
1. Vpe PIg<p(qe D)
2. Vpe DVq <p(qe D).

Definition 5.5.3. A filter G C P is said to be M-generic if GN D # ) for all
dense open D C P such that D € M.

Lemma 5.5.4. Given p € P we can find an M-generic filter G C P such that
p € G.
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Proof. Let {D,, | n € N} be an enumeration of {D € M | D dense open in P}.
Put pg = p and, given p,, let p,+1 < p, be such that p,4+1 € D,,. It is easy to
verify that G = {q € P | 3n (p, < q)} is an M-generic filter. O

Definition 5.5.5. Let G be an M-generic filter. We put
M[G] = {ag | a € M},
where
ag = {ba | (p,b) € a for some p € G}.

Remark 5.5.6. Think of each a € M as a “name” for ag € M[G]. We shall
show that M[G] is a countable transitive model of ZFC containing M.

Lemma 5.5.7. M|[G] is a countable transitive set. We have M[G] 2 M U{G},
and Ord N M[G] = Ord N M.

Proof. 1t is obvious from the definition that M[G] is a countable transitive set.
For all @ € M we have a = (a)g, where a = P x {b | b € a}. We also have
G = (G)g, where G = {(p,p) | p € P}. Thus M U {G} C M[G], and from this
it follows that Ord N M C Ord N M[G]. On the other hand, for each a € M we
clearly have rank(a) > rank(aq), hence Ord N M D Ord N M[G]. O

A major result is:
Theorem 5.5.8. M[G] is a countable transitive model of ZFC.

Remark 5.5.9. The proof of Theorem 5.5.8 is long and employs a new method
known as forcing. However, some parts of the proof are easy and do not require
forcing.

For example, given a,b € M, put ¢ = P x {a,b}, then ¢ = {ag,bs}. This
shows that M[G] satisfies the Pairing Axiom. Also, M[G] satisfies the Axiom of
Infinity because w = (w)¢ € M[G]. Furthermore, M[G] satisfies Extensionality
and Foundation automatically, because M[G] is a transitive set.

So far we have not used the assumption that G is an M-generic filter.

In order to prove the rest of Theorem 5.5.8, we now introduce the method
of forcing.

Definition 5.5.10. The forcing language consists of binary relation symbols €
and = plus constant symbols a for each a € M. Sentences of the forcing language
are of the form F(aq,...,a,), where F(z1,...,2,) is a formula of L with free
variables x1,...,Zn, and a1, ...,a, € M. We have M[G] & F(ay,...,ay) if and
only if F(ay,...,a,) is true in M[G], where quantifiers are interpreted as ranging
over M[G], and ay,...,a, are interpreted as (a1)g, ..., (a,)q respectively.

Definition 5.5.11 (forcing). Let p € P and let F be a sentence of the forcing
language. We say that p |- F' (read p forces F') if and only if M[G] = F for all
M -generic filters G such that p € G.

Lemma 5.5.12 (the extension lemma). If p | F and ¢ < p, then ¢ |- F.
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Proof. This is obvious, because ¢ € G, ¢ < p imply p € G. O

Lemma 5.5.13 (definability of forcing). For each formula F(z1,...,z,)
there is a formula F*(p,z1,...,z,) such that, for all p € P and ay,...,a, € M,

p|F F(ai,...,a,) if and only if M = F*(p,as,...,a,).

Lemma 5.5.14 (forcing equals truth). M[G] = F if and only if Jp €
Gpl- F).

Proof. We shall prove Lemmas 5.5.13 and 5.5.14 by simultaneous induction on
the number of connectives and quantifiers in /. We assume that F' contains
only A, =, and V (not V, =, &, 3).

For the base step, we need to find formulas €*(p,z,y) and =*(p,x,y) of
Le defining the relations p |- a € b and p | a = b, respectively, over M. The
formulas €* and =* are defined by a rather complicated simultaneous transfinite
recursion within M. The properties

p |- a €bif and only if M = €*(p,a,b)
and
p |F a="bif and only if M = =*(p,a,b)

are proved by transfinite induction on rank(a) and rank(b). We omit the details.
For the inductive step, note that

p |+ Fi A F> if and only if p |- Fy and p |- Fo,
and
p |F Vz F(z) if and only if p |- F(a) for all a € M.

Thus we may define (Fy A F2)* = Ff A Fy and (Vo F(x))* = Va F*(z). This
takes care of A and V. For =, we claim that

p |- = Fif and only if ~3¢ < p(q |- F).

To see this, assume the right hand side. Let G be generic with p € G. To show
MIG] E = F. Otherwise, M[G] £ F so let ¢ € G be such that ¢ |- F. Let
r € G be such that r < p and r < ¢. Then r < p and r |- F, contradicting
our assumption. For the converse, assume the left hand side. Suppose ¢ < p,
q |F F. Let G be generic such that ¢ € G. Then M[G] = F. Also p € G since
q < p. Therefore p does not force = F', contradicting our assumption.

Thus, for definability of forcing, we may take

(=F)Y* (p,a1,...,an) = - (¢ <p) F*(q,a1,...,a,).

For focing equals truth, suppose M[G] = = F. To show (Ip € G)p |- = F. Put
D={p|p|F Forpl —~F} Clearly D is dense open. By definability of
forcing, D € M. Let p e DNG. If p | F, then M[G] E F, a contradiction.
Hence p |- = F. O
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We now proceed to the proof of Theorem 5.5.8.
Lemma 5.5.15. M|[G] |= the Comprehension Scheme.

Proof. Given a,a,...,a, € M, to find ¢ € M such that
MGIEYu(u€ece (u€anF(u,aq,...,a,))).
Put
c={p,b)|beJUaandp |F beaAF(ba1,...,an)}.

Then ¢ € M, by Definability of Forcing in M. Then, by the Forcing Equals
Truth Lemma, we have

ce ={bg |beJUa and M[G] = F(b,a1,...,a,)}.

Lemma 5.5.16. M[G] = the Power Set Axiom.

Proof. Givena € M, put c=P x P(P x|JUa) N M. We claim that
cg 2 P(ag) N M[G]

To see this, given eq € M[G], let d = {(p,b) e PxJUea|p |F b€ ena}. By
definability of forcing, d € M, hence dg € cg. Moreover dg = eg Nag. This
proves our claim. The Power Set Axiom follows by Comprehension in M[G],
since Plag) N M[G] ={dg € cc | M|G] =d C a}. O

Lemma 5.5.17. M[G] |= the Union Axiom.

Proof. This is similar to the Power Set Axiom. Given a € M put

c=PxUJUUUa.

Then ¢ 2 |Jag, and the Union Axiom follows by Comprehension in M[G]. O
Lemma 5.5.18. M[G] |= the Replacement Scheme.

Proof. Tt suffices to prove that M[G] | the Bounding Scheme:

YVwy -+ wy [VuI o F(u,v,wr, ..., wy,) = Ve IyVu € v €
yF(uvvvwla"'7wn)]'

This is because Bounding plus Comprehension implies Replacement.

Given a,a1,...,a, € M, let ¢ € M be such that, for all (p,b) € P x |JJa,
if there exists d € M such that p |- F(b,d,as,...,a,), then ¢ contains such a
d. We then have

M[G] EVYuIlv F(u,v,wy,...,w,) = Yu € adv € ¢ F(u,v,a1,...,a,),
where ¢/ € M, namely ¢ = P x ¢. Thus M[G] = Bounding. O
Lemma 5.5.19. M|[G] = the Axiom of Choice.
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Proof. Given ag € MI[G], let f € M map an ordinal o onto |JJa. Since
M C M[G], we have f = (f)¢ € M[G]. Composing f with the function
b — bg, we obtain in M[G] a mapping of o = (&)g onto {bg | b€ JUa} 2 ac.
Thus ag is well orderable in M[G]. O

The proof of Theorem 5.5.8 is now complete.
As a first application, we prove the independence of V = L.

Theorem 5.5.20. There exists a countable transitive model of ZFC plus V' # L.

Proof. Let M be a countable transitive model of ZFC. Let P be the set of finite
partial functions from w into 2 = {0,1}. Partially order P by putting p < ¢ if
and only if p extends q. Then P € M. Let G be an M-generic filter on P. By
Theorem 5.5.8 we have M[G] = ZFC.

Note that p,q € P are compatible if and only if pU g € P. Thus ¢ = JG
is a partial function from w into 2. We claim that dom(g) = w. To see this,
given n € w, put D,, = {p € P | n € dom(g)}. Clearly D, is dense open, and
D,, € M. Letting p € GN D,,, we see that n € dom(p), hence n € dom(g).

Thus g : w — 2 and g € M[G]. We claim that g ¢ M. If g € M, then clearly
G={peP|pCygleM,solet D=P\G={peP|p¢G}. Then D € M,
and clearly D is dense open. But G N D = (), a contradiction.

We claim that M[G] =V # L. In fact,

MG EJELANG: w—2
where (§)a = g. O

5.6 Independence of CH

As in the previous section, let M be a countable transitive model of ZFC, let P
be a partially ordered set belonging to M, and let G be an M-generic filter on
P. We begin with a discussion of cardinal collapsing and cardinal preservation
in M[G].

Remark 5.6.1. Clearly every cardinal of M[G] is a cardinal of M. However,
the converse does not always hold. Cardinals of M can be collapsed in M[G].

Example 5.6.2. Let x be an uncountable cardinal of M. Let P be the set of
finite partial functions from w into , ordered by p < ¢ if and only if p extends
q. Let G be an M-generic filter on P. Put ¢ = JG. As in the proof of Theorem
5.5.20, we see that g : w — k.

We claim that rng(g) = k. To see this, give a < k, put D, = {p€ P | a €
rng(p)}. Clearly D, € M. Because w is infinite, D, is dense open. Letting
p € GN D, we see that « € rng(p), hence « € rng(g).

Thus g € M|[G] maps w onto x. It follows that M[G] = “& is a countable
ordinal”. In particular  is not a cardinal of M[G].

On the other hand, cardinals of M are often preserved, i.e., remain cardinals
in M[G].
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Lemma 5.6.3. Suppose M |= “k is a cardinal > |P|”. Then M[G] = “k is a
cardinal”. In other words, all cardinals > |P| in M are preserved in M[G].

Proof. Suppose not, say fg : A — Kk, A < k, tng(fg) = K, fg € M[G]. Then in
M we have

Va<k 3B<AIpeP (pl- flA—rkandp | f(B) =a).

By the Pigeonhole Principle, we can find p € P, 8 < A, a1 < a2 < & such that
plF f:A—Fkandp | f(B) =cd1 and f(8) = ae. This is a contradiction. [

Definition 5.6.4. An antichain in P is a set A C P such that the elements
of A are pairwise incompatible. P is said to have the countable chain condition
(c.c.c.) if every antichain of P is countable.

Lemma 5.6.5. Suppose M = P is c.c.c. Then all cardinals of M are preserved
in M[G].

Proof. Suppose not, say £ > A\, M | “k is a cardinal”, M[G] = “f maps \ onto
k”. Fix p € P such that p - “f maps A onto /7. Reasoning within M, for a < x
and § < A say that « is a possible value of f(8) if 3¢ <p(q |F f(ﬂ) = &). Let
X = {a | ais a possible value of f(3)}. Note that x = Jsz. X. Therefore,
some Xg is uncountable. Fix such a 3. For each a € X let ¢, < p be such
that ¢o |- f(3) = &. Note that ay,as € Xg, a1 # ag implies ¢a, L ¢u,. Thus
Ag = {¢a | @ € X} is an uncountable antichain in P. This contradicts the
assumption that P is c.c.c. O

We now proceed to the independence of the Continuum Hypothesis.

Definition 5.6.6. A A-system is an indexed family of sets (X;);es such that,
for some fixed set D, X; N X; = D for all 4,5 € I, i # j.

Lemma 5.6.7 (the A-system lemma). Any uncountable family of finite sets
contains an uncountable subfamily which is a A-system.

Proof. Let (X;);c1 be an uncountable family of finite sets. We may safely assume
that |I| = Xy and that (J,c; X; € w;. Passing to an uncountable subfamily, we
may assume that InVi € I |X;| = n. For each i € I, let X;(1) < --- < X;(n) be
the elements of X;.

Case 1: For each k = 1,...,n, {X;(k) : ¢ € I} is countable. In this case,
U, Xi is countable. Hence, by passing to an uncountable subfamily, we may
assume X; = X foralli,j € I. In particular, we have an uncountable A-system.

Case 2: Otherwise. Let &k be as small as possible such that {X;(k) | i € I}
is uncountable. Then, for each | < k, {X;(l) | i € I} is countable. By passing
to an uncountable subfamily, we may assume X;(I) = X;(I) for all [ < k and all
i,j € I. Thus we have a fixed finite set D = {X;(I) | 1 <1 < k} for all i € I.
Since {X;(k) | ¢ € I} is uncountable, we may use transfinite recursion to define
a function f : wy — I such that, for each o < w1, Xjy(a)(k) > supg., Xf(s)(n).
Then (X¢(a))a<w, is an uncountable A-system contained in (X;)icr.
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Lemma 5.6.8. Let X be any set. Let P be the set of finite partial functions
from X into {0, 1}, ordered by putting p < ¢ if and ounly if p O ¢g. Then P is
c.c.c.

Proof. Suppose not. Let (p;);c;r be an uncountable antichain in P. By the
A-system lemma, we may pass to a subfamily such that (dom(p;))ier is a A-
system. Say dom(p;)Ndom(p;) = D for all4,j € I, i # j. There are only finitely
many functions from D into {0,1}, so by passing to an uncountable subfamily
we may assume that p;[D = p;[D for all 4,5 € I. Then for all 4,j € I we have
that p; U p; is a function, hence p; and p; are compatible, a contradiction. [

Theorem 5.6.9. Let M be a countable transitive model of ZFC. Let x be an
uncountable cardinal of M. Then there exists a countable transitive model M’
of ZFC extending M such that (1) M’ satisfies 2% > &, and (2) M’ has the
same ordinals and cardinals as M.

Proof. Let P be the set of finite partial functions from x X w into {0,1}. Let
G be an M-generic filter on P. By Lemma 5.5.7 and Theorem 5.5.8, M[G] is a
countable transitive model of ZFC which includes M and has the same ordinals
as M. By Lemma 5.6.8 P is c.c.c. By Lemma 5.6.5 M[G] has the same cardinals
as M.

Put g = JG. As in the proof of Theorem 5.5.20 we see that g € M[G] and
g:kxw—{0,1}. For a < & define g4 : w — {0,1} by go(n) = g((a,n)). We
claim that go # gg for all @ < 8 < k. To see this, let Dyg be the set of p € P
such that p((a,n)) # p((B,n)) for some n € w such that (a, n), (8,n) € dom(p).
Clearly Dos € M and is dense open. Hence G N Dy # 0. Hence g, # gg.

It is now clear that M[G] = 2% > &. Thus we may take M’ = M[G]. O
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Chapter 6

Topics in Set Theory

6.1 Stationary Sets

Definition 6.1.1. Let S be a set of ordinals. We say that S is unbounded in a
limit ordinal ¢ if sup(S N d) = 0. We say that S is closed in x if S C k and, for
all limit ordinals ¢ < k, if S is unbounded in § then § € S. A closed unbounded
set in K (sometimes called a club of k) is any subset of k which is closed in &
and unbounded in k.

Lemma 6.1.2. Let s be a regular uncountable cardinal.

1. If Cy, © € 1, is a collection of closed unbounded sets in k, and if || < k&,
then (,.; C; is again a closed unbounded set in .

2. If C,, a < K is a collection of closed unbounded sets in x indexed by the
ordinals less than x, then the diagonal intersection

DNocCo = {B< k| B EC, foral a <}
is again a closed unbounded set in k.

Proof. Straightforward. O

Definition 6.1.3. Let s be a regular uncountable cardinal. A set S C k is said
to be stationary in x if SN C # @ for every closed unbounded set C in k.

Lemma 6.1.4. Let k be a regular uncountable cardinal, and let S C k be
stationary in x. Suppose S = |J;.; S; where |I| < s. Then S; is stationary for
some ¢ € [.

Proof. Suppose the conclusion fails. Then for each i € I let C; be a closed
unbounded set such that S; N C; = §. By Lemma 6.1.2.1, C = ﬂiel C; is a
closed unbounded set. Since S is stationary, S N C is nonempty, say a« € SN C.
Then for each i € I we have o ¢ S;, a contradiction. O
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Theorem 6.1.5 (Fodor’s Theorem). Let x be a regular uncountable cardinal,
and let S C k be stationary in k. Suppose f : S — k is such that f(«a) < « for
all « € S. Then f is constant on a stationary set. In other words, there exist a
stationary Sy C S and a By < & such that f(«) = fp for all « € Sp.

Proof. Similar to the proof of the previous lemma, using 6.1.2.2 instead of
6.1.2.1. The details are left as an exercise for the reader. O

Theorem 6.1.6. For any regular uncountable cardinal x, there exists a sta-
tionary set S C & such that « \ S is also stationary.

Proof. ... O
We state without proof the following theorem of Solovay.

Theorem 6.1.7. Let x be a regular uncountable cardinal. Any stationary set
S C k can be decomposed into x pairwise disjoint stationary sets.

6.2 Large Cardinals

Definition 6.2.1 (hyperinaccessible cardinals). For each n < w we define
a class of cardinals called the n-hyperinaccessible cardinals. We define & to be
0-hyperinaccessible if it is inaccessible. We define k to be n+1-hyperinaccessible
if it is inaccessible and

{X < k| A is n-hyperinaccessible}

is unbounded in .

Definition 6.2.2 (Mahlo cardinals). For each n < w we define a class of
cardinals called the n-Mahlo cardinals. We define £ to be 0-Mahlo if it is
inaccessible. We define x to be n+1-Mahlo if it is inaccessible and {A < & | A is
n-Mahlo} is stationary in .

Exercise 6.2.3. Show that n+1-hyperinaccessible implies n-hyperinaccessible.
Show that n+1-Mahlo implies n-Mahlo. Show that 1-Mahlo implies n-hyperinaccessible
for all n < w.

Lemma 6.2.4. Let § be a limit ordinal. Suppose x < § and n < w. Then & is
n-hyperinaccessible if and only if Rj satisfies “k is n-hyperinaccessible.” Also,
k is n-Mabhlo if and only if Rs satisfies “k is n-Mahlo.”

Proof. Straightforward. O
Theorem 6.2.5.

1. The existence of an n+1-hyperinaccessible cardinal is not provable in ZFC
+ “for all « there exists k > « such that k is n-hyperinaccessible” (as-
suming this theory is consistent).
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2. The existence of an n+1-Mahlo cardinal is not provable in ZFC + “for
all o there exists k > « such that k is n-Mahlo” (assuming this theory is
consistent).

Proof. Straightforward using the previous lemma. O
Lemma 6.2.6.

1. If k is a cardinal, then L satisfies “k is a cardinal.”

2. If k is a regular cardinal, then L satisfies “k is a regular cardinal.”

3. If k is n-hyperinaccessible, then L satisfies “k is n-hyperinaccessible.”

4. If k is n-Mahlo, then L satisfies “k is n-Mahlo.”
Proof. Straightforward. O
Theorem 6.2.7.

1. If ZFC + “there exists an n-hyperinaccessible cardinal” is consistent, then
so is ZFC + V = L + “there exists an n-hyperinaccessible cardinal.”

2. If ZFC + “there exists an n-Mahlo cardinal” is consistent, then so is ZFC
+ V = L + “there exists an n-Mahlo cardinal.”

Proof. Straightforward using the previous lemma. O

6.3 Ultrafilters and Ultraproducts

Definition 6.3.1. Let I be a nonempty set. A filter on I is a set F C P(I)
such that

1.0 ¢ Fand I € F;
2. if X1,..., X, € Fthen X;Nn...NX, € F;
B ifXeFand X CY € P(I) then Y € F.

Examples 6.3.2.

1. F={I}.
2. F={X CT|X D Xo}, where § # Xy C I. Such an F is called a
principal filter.

3. F={X CI|X is cofinite, i.e., I \ X is finite} (assuming I is infinite).
4. F={X CI||I\ X| <k}, where & is any infinite cardinal < |I|.
5. I =R", F={X CR"|R"\ X has Lebesgue measure 0}. Here we could

replace R™ by any measure space.
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6. I =R", F={X CR"|R"\ X is meager}. Here we could replace R" by
any complete metric space.

7. Let I = k where & is a regular uncountable cardinal. Then
F={X Ck|X DC for some closed unbounded set C C k}

is a filter, known as the closed unbounded filter on k.

8. Let A be an uncountable set. Put
I =P,(A) ={Y CA|Y is countable}.

Recall that A<“ is the set of finite sequences of elements of A. Given
f:AY — A put

Cr={Y € P.(A) | Y is closed under f, ie., f[Y<“]CY}.

Then
Fe(A) = {X CP.(A) | X D Cy for some f}
is a filter known as the closed unbounded filter on P.(A).

Definition 6.3.3. Let x be an infinite cardinal. A filter F is said to be s-

additive if (;c; X; € F whenever X; € F for alli € I, |I| < k.

Examples 6.3.4.
1. Every filter is finitely additive, i.e., Ng-additive.

2. The Lebesgue and Baire filters on R™ are countably additive, i.e., Ni-
additive.

3. For any infinite cardinal k < |I|, the filter {X C I | | — X| < &} is
k-additive.

4. For any regular uncountable cardinal k, the closed unbounded filter on «
is k-additive.

5. For any uncountable set A, the closed unbounded filter on P.(A) is count-
ably additive.

Definition 6.3.5. An ultrafilter on I is a filter U on I such that for all X C [
either X ed or I\ X € U.

Remark 6.3.6. The filters in 6.3.2.3-8 are not ultrafilters. Indeed, it is diffi-
cult to find explicit examples of nonprincipal ultrafilters. However, as we shall
now show, nonprincipal ultrafilters can be constructed by means of transfinite
recursion plus the Axiom of Choice.

Theorem 6.3.7. Any filter F on I can be extended to an ultrafilter ¢/ on I.
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Proof. Say that G C P(I) has the finite intersection property (f.i.p.) if YiN...N
Yo #0foralYy,..., Y, €G.
By the well-ordering theorem, let x = |P(I)|, say

PI) = {Xa|a<k}.

We shall use transfinite recursion to define a sequence of sets F, C P(I), a < &,
each of which has the f.i.p.

Stage 0. Put Fy = F. Note that F has the f.i.p. since it is a filter.

Stage  + 1. Assume inductively that F, has the fi.p. We claim that
at least one of F, U {X,}, Fo U{I\ Xa} has the f.i.p. Otherwise we would
have X, NY1N...NY, =0, Y1,....Y € Fo, I\ Xo)NZ1N ... Zypy = 0,
Z1y..csZp €Fy. ThenY1N...NY,,NZ1N...NZ, =0 so F, does not have
the f.i.p., a contradiction. We therefore set

£ B Fa U{Xn} if this has the f.i.p.,
ot FoU{I\ X,} otherwise.

Then clearly F,+1 has the fi.p.

Stage ¢, where 0 is a limit ordinal. Put F5 = (J,.s5 Fa- Clearly this has the
f.i.p.

Finally put 4 = Fx = Uyc, Fa- Clearly U has the fi.p. and for every
X € P(I) either X e Y or I\ X € U. It follows easily that U is an ultrafilter.
This completes the proof. O

Lemma 6.3.8. Any principal ultrafilter ¢/ on I is of the form
U={XCIl|ipe X}
for some fixed ig € I.

Proof. Let U be a principal ultrafilter on I. By definition we have
U={XCIT|X2Xo}

where ) # Xo C I. If |Xg| > 2, let Y C I be such that Y N Xy # 0 and
(I\Y)NXo #0. Then Y,I\Y ¢ U, a contradiction. Thus |Xo| = 1, i.e.,
Xo = {ip} for some iy € I. This proves the lemma. O

Theorem 6.3.9. For every infinite set I there exists a nonprincipal ultrafilter
Uon .

Proof. Consider the filter F = {X C I | I\ X is finite}. By Theorem 6.3.7, let U
be an ultrafilter on I such that F C U. For all ig € I we have I'\ {ig} € F C U,
hence {ig} ¢ U. Thus U is nonprincipal. O

Definition 6.3.10. A structure is a relational structure, i.e., an ordered pair
(A, E) where A is a nonempty set and £ C A x A.
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Definition 6.3.11 (ultraproduct). Suppose we are given an indexed family
of structures ((A;, E;))icr and an ultrafilter U on the index set I. We are going

to define a structure
(A, E) = H<(Ai7 E;))ier
u

known as an ultraproduct. Recall that

14 = {f f:I—>UAi,f(i)eAiforaHieI}.
i€l el

For f,g € [[;c; Ai define

frg et fRug
Sdet {1€T1|f(i)=9gl)}el.

fzug}

feHAi}.

el

This is an equivalence relation. We define

[f] =det [flu =det {9€HAi

i€l
and

u el

Finally, for f,g € [],c; Ai, we define

([F1:[9]) € B ©aer {i € 1| (f(i),9(1)) € Ei} €U,

Note that this last definition is independent of representatives, i.e., f = f/,
g~4¢, ([f],lg]) € E imply ([f'],[¢']) € E. Thus E C A x A is well-defined, and
so (A, E) is a structure.

Theorem 6.3.12 (Lo$’s Theorem). Let (A, E) = [],,((Ai, Ei))icr be an ul-
traproduct. Let ¢(z1,...,x)) be a formula with free variables among 1, . . . , z.
Then for all [f1],...,[fx] € A we have

Fam (AL f]) & i€ TF@ e (A0, filld)} eU.

6.4 Measurable Cardinals

6.5 Ramsey’s Theorem
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predicate, 9
primitive recursive
function, 6-13, 30
predicate, 9
principal filter, 116
principal function, 43
program, 17
propositional connective, 49
pure set, 87, 92, 93, 96, 97, 102, 104

quantifier, 49
bounded, 10
quantifier elimination, 60, 66

real number system, 60, 90
real world, 92, 93, 97
recursion

course-of-values, 12

primitive, 6

transfinite, 78
recursion theorem, 39
recursively enumerable set, 44
recursive function, 23
reducible, 36
register machine program, 17
regular cardinal, 85
relational structure, 74, 96
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relative consistency, 107
replacement, 95, 101
Rice’s theorem, 38

scheme, 95
sentence, 49
set theory
axioms of, 92-96
language of, 92-96
models of, 93, 96, 97, 99-104
singular cardinal, 86
Skolem paradox, 99
Solovay, 115
state, 29
stationary, 114
strong limit cardinal, 85
structure
arithmetic, 48
real number system, 60
relational, 74, 96
successor cardinal, 85
successor ordinal, 80

term, 48
total function, 23
transfinite induction, 78
transfinite recursion, 78
transitive model, 99-103
transitive set, 87, 99
truth

arithmetical, 49, 58, 59

ultrafilter, 117
ultraproduct, 119
unbounded, 114
uncountable cardinal, 85
undecidability, 58
undefined, 23
universal
0 predicate, 45
register machine program, 28
unsolvable problem, 34-39, 58

V, 88
von Neumann ordinal, 89

weakly inaccessible cardinal, 86



well-founded, 75
well-ordering, 75
well-ordering theorem, 81
word problem, 35

Zermelo/Fraenkel set theory, 96
ZF, 96
ZFC, 96
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